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Find out what it is in life that you don’t do well,

and then don’t do that thing.

Stay thirsty my friends.

– The most interesting man in the world
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Abstract

The Sudbury Neutrino Observatory (SNO) has the ability to measure the total and

electronic components of the solar neutrino flux, simultaneously, employing indepen-

dent and complementary techniques. This thesis first introduces the physics of solar

neutrinos as well as the mechanism of neutrino oscillation via mixing in the leptonic

sector, and possible extensions to the standard model of particle physics. Then the

SNO detector is described with a detailed summary of the optical calibration meth-

ods. In particular, the extraction of the relative efficiencies of SNO’s photomultiplier

tubes is relevant towards improvements of the last phase of the SNO experiment, and

in the new low energy threshold analysis of the SNO data. The optical calibration

in the last phase of the SNO experiment has shown that the detector optics had not

been altered compared to previous phases, despite the major changes introduced by

the insertion of an array of proportional counters to detect neutrons in SNO.

The low energy threshold analysis, that is built on numerous improvements of

calibration, simulation, and analysis methods, is then introduced. It leads to the

extraction of solar neutrino fluxes, but more importantly, to the measurement of

the survival probability and the determination of the oscillation parameters relevant

to solar neutrinos. The interpretation of the flux and spectrum results into survival

probabilities are obtained from the combined low energy threshold analysis of the data

of the pure heavy water and salt phases of the experiment. Especially relevant to our

understanding of the neutrinos and the Sun, the survival probability is extracted with

two independent parameterizations as a function of neutrino energy. Finally, a novel
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three-flavor analysis of matter-enhanced oscillation is performed leading to additional

information on the neutrino mixing angle θ13 that has never been directly investigated

with solar neutrino data.
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CHAPTER 1

Introduction

The story of neutrinos (ν) starts in 1930 when Pauli first postulates the existence

of a neutral particle emitted simultaneously with an electron by decaying nuclei.

The neutrino was the perfect solution to explain the observed continuous energy

spectrum of the electron without breaking the fundamental energy conservation rule

(see Chapter 1 of [1] for a complete historical review). Since then the neutrinos have

been associated with the weak interaction, which accounts for their extremely long

penetration lengths in matter and complicates their detection. Nuclear fusion also

proceeds via the weak interaction but, unlike fission, is a process that is hard to

recreate and observe in a laboratory because of the high temperatures, pressures, and

energies involved. The Sun, however, shines huge quantities of energy by the means

of thermonuclear fusion and is expected to emit a large number of solar neutrinos,

that, because of their interaction with matter, should be detectable on Earth.

From 1970 to 1990 solar neutrinos have been observed on Earth, establishing a

new and very active research area in both astrophysics and particle physics: neutrino

physics. The activity in that sector increased even more lately with the emergence of

complex real-time detectors and longer data acquisition periods. The observation of

solar neutrinos was a great experimental success story until the measurements of the

solar neutrino fluxes on Earth were shown to disagree by many standard deviations

1
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with the rates predicted by solar models. The rates were determined to be between

1/3 and 1/2 with respect to the model expectations. This so-called solar neutrino

problem (SNP) was later solved by allowing transitions between neutrino flavors.

These transitions, which cause the solar neutrinos produced as electron neutrinos

(νe) to change into the other two flavors (νµ and ντ ), explained the observed deficits.

This quantum mechanical phenomenon, called oscillation, can only occur if neutrinos

are mixed, and can only be mixed if they have masses. Thus the SNP was solved and

opened the door to another branch of research in particle physics: neutrino oscillation.

Although some refinements are needed to understand the Sun more precisely, the

neutrinos are being investigated intensively so that their type, mass, and mixing

mechanism can be determined with higher accuracy.

Until today, the field of neutrino physics has been rich in hypotheses and measure-

ments to confirm or refute theoretical models or experimental results. The future will

bring more precision on what is already known about neutrinos, and perhaps even

new information. This thesis, written in the context of the data taken at the Sudbury

Neutrino Observatory, stands in between the experimental and theoretical aspects,

and at the boundary between the discovery and the precision era in solar neutrino

oscillation physics. The goal is twofold: characterize neutrino mixing, probing the

fundamental theory of particle physics, and confirm the solar nuclear reaction rates

predicted by models to strengthen the understanding of stellar physics. This chapter

introduces the basic concepts and framework leading to the characterization of solar

neutrinos.



1.1 Standard Model of Particle Physics 3

1.1 Standard Model of Particle Physics

The building blocks of nature, or elementary particles, are classified into half-integer

and integer spin particles. The half-integer spin particles are called fermions, broken

into quarks and leptons, and integer-spin particles are called bosons. The standard

model (SM) of particle physics describes the interactions of these elementary particles

through a set of gauge bosons, the force carriers, each responsible for specific types

of interactions. The SM is therefore a gauge theory, formulated in the framework

of quantum field theory, that explains the electromagnetic, weak, and strong interac-

tions. The corresponding local symmetry group is SU(3)C×SU(2)L×U(1)Y , where C,

L and Y are quantum numbers called color, chirality, and hypercharge, respectively.

Unlike quarks that carry all three quantum numbers of the theory, the interactions of

leptons, like neutrinos and electrons, can be described by the electroweak part of the

model, SU(2)L×U(1)Y , only. The mass of the fermions in the SM are created through

the Higgs mechanism, which is the interaction of the fermions with a scalar, spinless,

particle, the Higgs boson, that has not been discovered yet in experiments. The lat-

ter mechanism, though, cannot predict the masses of the particles which need to be

measured experimentally. Neutrinos are chargeless and massless in the minimal SM.

Hence in the context of the SM the neutrinos neither participate in electromagnetic

processes nor interact with the Higgs.

The fermions are divided into sub-categories, the families or generations, usually

associated with an additional quantum number, flavor, and differentiated by mass.

The flavor can take three different values for leptons denoted by the letters e, µ, and

τ . The number of flavors of neutrinos was measured by the Large Electron-Positron
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collider (LEP) experiments at the European Centre for Nuclear Research (CERN) to

be Nν = 2.9840 ± 0.0082 [2].

In general the fermion flavor and mass eigenstates can be different from the point

of view of the interactions through which observations are made. The correspondence

between the flavor and mass bases is given by a unitary transformation, called mixing

matrix. In the quark sector, the Cabibbo-Kobayashi-Maskawa (CKM) matrix de-

scribes the mixing of the quark mass eigenstates to the flavor eigenstates. The most

popular parameterization [2] of the complex matrix depends on three mixing angles

(θjk with j, k = 1, 2, 3 and j 6= k) and one phase δ:

VCKM =













c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13













, (1.1)

where cjk ≡ cos θjk and sjk ≡ sin θjk. The phase δ is the CP-violating phase, which if

different from zero, breaks the symmetry of interactions involving the mixing matrix

under the combined transformation of charge conjugation (C) and parity (P). The

CP symmetry combined with time reversal (T), or CPT, is always enforced and is a

conservation law of nature in quantum field theory.

A formalism similar to the CKM matrix can be constructed for neutrinos if they

are massive. This new formalism in the lepton sector is a modification of the SM,

or the manifestation of new physics. The evidence for neutrino oscillation from the

observation of deficits in atmospheric neutrino rates by the Super-Kamiokande Col-

laboration [3] was the first strong evidence for such physics beyond the SM. The

neutrino mass should be inversely proportional to an unknown symmetry-breaking
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scale beyond the SM, and the smallness of neutrino mass is an early indication that

the latter scale is very high in energy. Neutrinos can indirectly provide valuable infor-

mation about the new physics related to those energy scales. In addition, the nature of

neutrinos, whether they are their own anti-particles (Majorana) or not (Dirac), needs

to be established. The very first step though is to understand neutrino oscillation and

perhaps the differences between the mixing of quarks and leptons. Section 1.2 ex-

plains how the solar neutrinos can undergo flavor transition and how the experimental

solution to the SNP confirmed that mechanism.

1.2 Astrophysics and Neutrino Physics

The Sun is a star of the main sequence, at the hydrogen-burning epoch of stellar evo-

lution, with a luminosity of L⊙ = 2.4×1039 MeV s−1, a mass of M⊙ = 1.988×1030 kg,

and a radius of R⊙ = 6.961 × 105 km. The thermonuclear reactions that power the

Sun produce both thermal energy (photons) and neutrinos. The thermal energy takes

up to 104 years before reaching the surface in the form of radiation; oppositely neu-

trinos escape the Sun in about 2 seconds. Thus neutrinos carry instantaneous and

valuable information about the interior of the Sun. With an approximate neutrino

luminosity of Lν
⊙ ≃ 0.02L⊙, and at a distance of one astronomical unit (AU), cor-

responding to 149.6 × 106 km, the expected energy flux of neutrinos at the Earth is

about Φν ≃ 1010 MeV cm−2 s−1.

Figure 1.1 summarizes the nuclear reactions of the proton-proton (pp) fusion chain,

highlighting the neutrino types that are produced in parentheses. Each type corre-

sponds to a signature reaction. The notation A
ZX gives the composition of the ele-

ments, where A is the number of nucleons or the mass number, Z is the number of
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protons, and X is the chemical symbol of the element. The termination fractions are

indicated at each step. Not all neutrino types are produced with the same intensity.

In Subsection 1.2.1, the neutrino fluxes are broken down by neutrino type and their

fluxes are further decomposed into energy spectra.

The study of solar neutrinos with a terrestrial detector implies the knowledge of

the source of neutrinos and the understanding of neutrino propagation within the

Sun, in the vacuum space between the Sun and the Earth, and then finally through

the Earth’s atmosphere and internal layers before they reach the detector. The source

of neutrinos and the composition of the Sun is introduced in Subsection 1.2.1. The

propagation of neutrinos from the source to the detector and neutrino oscillation are

briefly explained in Subsection 1.2.2.

1.2.1 Solar Standard Model

The standard solar model (SSM) [4–6] is not to be confused with the SM of particle

physics. The SSM is a complex model which depends on many input parameters,

such as the composition of heavy element abundances in the Sun atmosphere and

interior opacities, independently obtained from the observation of the solar surface.

The SSM, based on its inputs, evolves the Sun from its formation to the current epoch.

Depending on the inputs, a SSM prediction is given a different name. The version

used in this thesis is called BS05(OP) [5], after the calculation of Bahcall (B) and

Serenelli (S) in 2005 (05), with the opacities provided by the Opacity Project (OP).

The BS05(OP) model predicted observables such as the helium abundances at the

surface and the depth of the convective zone that agree well with helioseismological

measurements. Unfortunately there are many internal parameters in the SSM that
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p+ p → 2
1H + e+ + νe (pp)

99.6%
''OOOOOOOOOOOOOO

p+ e− + p → 2
1H + νe (pep)

0.4%
wwoooooooooooooo

2
1H + p → 3

2He + γ

85%

wwoooooooooooooo
≪1%

''OOOOOOOOOOOOOO

15%

��

2 3
2He → 4

2He + 2p 3
2He + p → 4

2He + e+ + νe (hep)

3
2He + 4

2He → 7
4Be + γ

99.87%

wwoooooooooooooo
0.13%

''OOOOOOOOOOOOOO

7
4Be + e− → 7

3Li + νe (7Be)

��

7
4Be + p → 8

5B + γ

��

7
3Li + p → 2 4

2He 8
5B → 8

4Be
∗
+ e+ + νe (8B)

��

8
4Be

∗ → 2 4
2He

Figure 1.1: Nuclear reactions involved in the proton-proton (pp) fusion chain. The five
pp-chain neutrino types, in decreasing order of intensity, are pp, 7Be, pep, 8B, and hep.

cannot be compared to independent measurements.

The parameters of interest which the SSM can predict with good accuracy are the

rates of the nuclear fusion reactions that power the Sun. Table 1.1 summarizes the

reactions of the solar pp fusion chain and carbon-nitrogen-oxygen (CNO) cycle and

lists the predicted neutrino fluxes at the Earth given by the BS05(OP) calculation.

The bottom part of Table 1.1 gives the remaining sources of neutrinos, coming from

the CNO cycle, that have not been observed to date. Since the elements are heavier in
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Reaction Termination νe Flux Type
(%) (1010 cm−2 s−1)

p+ p −→ 2
1H + e+ + νe 99.6 5.99 (1.00 ± 0.01) pp

or
p+ e− + p −→ 2

1H + νe 0.4 1.42 (1.00 ± 0.02) × 10−2 pep

2
1H + p −→ 3

2He + γ 100

3
2He + 3

2He −→ 4
2He + 2p 85

or
3
2He + 4

2He −→ 7
4Be + γ 15

or
3
2He + p −→ 4

2He + e+ + νe 2 × 10−5 7.93 (1.00 ± 0.16) × 10−7 hep

7
4Be + e− −→ 7

3Li + νe 15 4.84 (1.00 ± 0.11) × 10−1 7Be
7
3Li + p −→ 2 4

2He 15
or

7
4Be + p −→ 8

5B + γ 0.0195
8
5B −→ 8

4Be
∗
+ e+ + νe 0.0195 5.69 (1.00 ± 0.16) × 10−4 8B

8
4Be

∗ −→ 2 4
2He 0.0195

12
6C + p −→ 13

7N + γ 100
13
7N −→ 13

6C + e+ + νe 100 3.07 (1.00 + 0.31
− 0.28) × 10−2 13N

13
6C + p −→ 14

7N + γ 100
14
7N + p −→ 15

8O + γ 100
15
8O −→ 15

7N + e+ + νe 100 2.33 (1.00 + 0.33
− 0.29) × 10−2 15O

15
7N + p −→ 12

6C + 4
2He 99.9

or
15
7N + p −→ 16

8O + γ 0.1
16
8O + p −→ 17

9F + γ 0.1
17
9F −→ 17

8O + e+ + νe 0.1 5.84 (1.00 ± 0.52) × 10−4 17F
17
8O + p −→ 14

7N + 4
2He 0.1

Table 1.1: Reactions producing νe’s in the pp chain and CNO cycle. The termination is
the percentage of time each reaction occurs for every iteration. The flux values and model
uncertainties are taken from the BS05(OP) SSM [5]. The type names are the common
abbreviations used to refer to each νe reaction.
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Figure 1.2: Neutrino flux spectra with model uncertainties [5]. Neutrinos produced through
the pp chain are shown in continuous lines; those produced by the CNO cycle are shown in
dashed lines and have large uncertainties (see Table 1.1). Additional small CNO neutrino
fluxes can be produced at higher energy (not shown) [7].

the CNO cycle, the model prediction of their rates is not as precise as rates resulting

from the pp chain. Figure 1.2 shows the spectral distributions for each reaction type.

The total neutrino flux is dominated by the pp neutrinos. Unfortunately, most of

the current experiments are not sensitive to their low energy (Eν < 0.43 MeV), but

rather to the less intense high-energy 8B and hep fluxes.

1.2.2 Neutrino Oscillation

The Maki-Nakagawa-Sakata-Pontecorvo (MNSP) matrix is the equivalent of the CKM

matrix in the neutrino sector. The parameterization of the MNSP matrix is the same

as the CKM matrix, but numerical values of the parameters describing the mixing do
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not have to be the same since there is no such restriction imposed by the SM. However,

to incorporate the unknown Majorana-Dirac nature of neutrinos, the general form of

the matrix is often written as:

U ≡ UMNSP = UDirac eiλM UDirac =













Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3













, (1.2)

where the Dirac part has the same form as in Equation (1.1), and where the Majorana

part eiλM is a diagonal matrix with two Majorana phases λM. The Majorana phases

contribute to an overall phase shift for all neutrino flavors meaning they cannot be

measured in oscillation experiments or any experiment involving the kinetic energy of

the neutrinos. Therefore in the context of neutrino oscillation, only the Dirac part of

the matrix is relevant and the form of the MNSP matrix reduces to UMNSP = VCKM.

A neutrino in a definite flavor state, with flavor α = e, µ, τ , is a superposition of the

mass eigenstates i = 1, 2, 3. This also means a state of definite flavor observed in a

given interaction does not have a definite mass. The mixing matrix therefore allows

one to transform a state from one basis to another:

|να〉 =
3

∑

i=1

U∗
αi |νi〉 |νi〉 =

∑

α

Uαi |να〉 , (1.3)

and constitutes the basic principle of oscillation calculations, where the mass eigen-

states are also the eigenstates of the Hamiltonian of the propagating neutrinos.
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Oscillation in Vacuum

As a result of solving the Schrödinger equation, the time evolution of a neutrino

state is described by a plane wave |νi(t)〉 = e−iEit |νi〉, where Ei =
√

~p 2 +m2
i . The

initial condition of the state is assumed to be a definite flavor state, as in the Sun for

example, |να(0)〉 = |νe〉. The time evolution of the flavor state is obtained by using

Equation (1.3):

|να(t)〉 =

3
∑

i=1

U∗
αie

−iEit |νi〉 =
∑

β

(

3
∑

i=1

U∗
αie

−iEitUβi

)

|νβ〉 , (1.4)

and the probability of observing a different flavor is the amplitude squared:

Pνα→νβ
(t) =

∣

∣〈νβ | να(t)〉
∣

∣

2
=

∑

k,j

U∗
αkUβkUαjU

∗
βje

−i(Ek−Ej)t . (1.5)

At solar neutrino energies Eν , the neutrinos are ultrarelativistic and the total energy

of the mass eigenstates k, Ek, can be approximated to

Ek =
√

Eν
2 +m2

k = Eν

(

1 +
m2

k

Eν
2

)
1
2 ≃ Eν

(

1 +
m2

k

2Eν
2

)

= Eν +
m2

k

2Eν
, (1.6)

which transforms the difference in the energies of the massive states into a squared-

mass difference:

Ek − Ej ≃
m2

k −m2
j

2Eν

=
∆m2

kj

2Eν

, (1.7)

where the ∆m2 parameters are defined as:

∆m2
kj ≡ m2

k −m2
j for k > j, k 6= j . (1.8)
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The ultrarelativistic nature of the neutrinos also allows one to convert times t into

distances L which are more convenient for the observation of the oscillation effects

given the distance from a detector to the source. The probability of Equation (1.5)

then becomes an oscillating function of L and Eν weighted by the products of the

mixing matrix elements:

Pνα→νβ
(L,Eν) =

∑

k,j

U∗
αkUβkUαjU

∗
βj exp

(

−i
∆m2

kjL

2Eν

)

. (1.9)

The survival probability of flavor α is defined as Pαα ≡ Pνα→να
, as opposed to the

transition probability Pαβ ≡ Pνα→νβ
. Unitarity enforces the conservation of the total

probability
Nν
∑

β

Pαβ = Pαe + Pαµ + Pατ = 1 . (1.10)

Neutrino oscillations do not allow one to differentiate between Dirac and Majorana

neutrinos but can provide evidence of physics beyond the minimal SM through the

observation of Pαα or Pαβ explained by non-vanishing values of the ∆m2 parameters

and mixing matrix elements.

Oscillation in Matter

Flavor states are affected by effective potentials, due to matter, changing the vacuum

evolution of Equation (1.4). The matter potentials arise from coherent interactions

with the medium, through forward charged-current (CC) and neutral-current (NC)

weak elastic scattering, where coherent means that the medium itself, the matter, is

not affected by the passage of the neutrinos. Figure 1.3 shows the interactions of the

neutrinos with the components of matter, electrons and nucleons, responsible for the
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W

νe e−

e− νe

(a) VCC.

Z

νx νx

e−, p, n e−, p, n

(b) VNC.

Figure 1.3: Feynman diagrams that generate the (a) CC and (b) NC potentials in matter-
enhanced oscillation. Here x = e, µ, τ .

creation of the matter potentials VCC and VNC.

The coherent scattering effect can enhance the flavor conversion depending on the

values of the mixing parameters, which is called the Mikheyev-Smirnov-Wolfenstein

(MSW) effect [8–11]. The electron neutrinos produced in the Sun are sensitive to

both the CC and NC potentials. However, the electrical neutrality of matter in

astrophysical environments, such as the Sun, implies that the number of electrons

and protons are the same, leaving only the effect of neutrons in the VNC potential.

Furthermore, in the SM, the three flavors of neutrinos are equally sensitive to VNC,

which contribute to an overall phase, common to all flavors, which can be removed.

Hence the effect of matter in oscillation is taken into account by simply adding the

contribution of VCC to the Hamiltonian, affecting only νe’s through the density of

electrons in matter. In models that are beyond the SM, such as models with sterile

neutrino components [12], the NC potential needs to be re-inserted if the neutrino

states are affected differently by VNC.
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The Hamiltonian of the flavor basis Hf then takes the form:

Hf =
1

2Eν

(

UMU †+A
)

M =













0 0 0

0 ∆m2
21 0

0 0 ∆m2
31













A =













ACC 0 0

0 0 0

0 0 0













, (1.11)

with ACC = 2EνVCC = 2
√

2EνGFne, where GF is the Fermi constant, and ne is the

electron density of the medium. Since GF is very small, the matter potential is also

very small, unless the density of electrons becomes very large.

For a given and constant value of ne, matter oscillation can be described in the

same form as vacuum oscillation, with the effective mixing matrix Um and Hamil-

tonian Hm = UT
mHfUm leading to effective mixing angles Θjk and mass differences

∆M2
kj. The MSW enhancement arises, for solar neutrinos, when the resonance con-

ditions are met:

tan 2Θ12 =
tan 2θ12

1 − ACC cos2 θ13

∆m2
21 cos 2θ12

Ar
CC cos2 θ13 = ∆m2

21 cos 2θ12 , (1.12)

where Ar
CC is the matter potential at resonance. Therefore oscillations in matter are

different than in the vacuum and allow the sign of ∆m2
21 to be determined based on

the values of the mixing angles.

Solar neutrinos are born as νe near the core of the Sun, at distances less than

0.3R⊙ from its center, and go through regions of large and varying matter densities.

The analytic determination of the oscillation probabilities are therefore complicated

and need to be calculated by using successive regions of approximate constant density

with the Hamiltonian Hm, or solved numerically using Equation (1.11).
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1.2.3 Dual Search with Solar Neutrinos

From the perspective of an observer on Earth, the two fundamental quantities that

solar neutrino physicists are interested in, namely the neutrino flux normalization

(neutrino brightness) and attenuation (neutrino flavor conversion rate), are correlated.

Indeed, the multiplicative effect of increasing or decreasing the normalization and the

attenuation simultaneously gives the same effective flux on Earth. The study of solar

neutrinos can answer these two correlated questions of Subsections 1.2.1 and 1.2.2 in

many, complementary, ways.

The first solution is to build a detector that is not sensitive to neutrino oscilla-

tion, that could measure the sum of all active neutrino components. The data from

that detector would constrain or confirm the flux normalization, with the limitations

associated to the measurement techniques. Unfortunately such detector would not be

able to quantify the possible attenuation introduced by neutrino oscillation.

The second solution then comes naturally by asking the help of another exper-

iment, that would provide the missing information on the oscillated flux only. A

detector that is sensitive only to νe interactions can provide that information. The

combined analysis of both experiment’s data would simultaneously answer both ques-

tions. However, the fact that the two experiments are different requires care in the

treatment of the data, and each detector’s source of systematic uncertainties must be

added, such that the combined analysis would yield an uncertainty that is hard to

improve.

The ultimate solution to the above problems in solar neutrino physics comes from

the combined analysis of many great experiments, from which one, the Sudbury Neu-

trino Observatory (SNO) experiment, can measure both the flux normalization and
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attenuation simultaneously. These experiments are briefly introduced in Section 1.3.

1.3 Solar Neutrino Experiments

A short description of past, current, and future solar neutrino experiments follows.

The listed reactions are the neutrino interaction processes with the target material of

a given detector, primarily through the charged-current (CC), neutral-current (NC),

and elastic-scattering (ES) channels, involving the exchange ofW or Z bosons or both,

similar to the diagrams in Figure 1.3. Reported uncertainties are either statistical

(stat) or evaluated from known sources of systematic errors (syst).

1.3.1 First-Generation Experiments

First-generation experiments consist in counting the by-products of the neutrino in-

teractions after a long exposure of the target. The missing event-by-event information

in such experiment only allows for the total neutrino rate to be extracted. Depend-

ing on the energy threshold introduced by the cross-section of the reactions, these

experiments can be sensitive to all eight solar flux types.

Radiochemical experiments quantify the rate of absorption of νe’s on large nuclei,

chlorine and gallium, by either counting the rate of decays of the by-products or by

detecting Auger electrons.
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Chlorine: Homestake

The Homestake experiment [13] used the inverse β-decay reaction:

CC : νe + 37Cl → 37Ar + e− , (1.13)

with a threshold energy of 0.814 MeV. The threshold results in a limited sensitivity

to low-energy neutrinos such as ν(pp). However the rise of the cross-section with

Eν increases the sensitivity to ν(8B)’s. The final result of the experiment for the

νe flux, from the analysis of the data taken from March 1970 to February 1994, is

2.56±0.16(stat)±0.16(syst) SNU1, a factor of 3 lower than the predicted rates without

oscillation.

Gallium: GALLEX, GNO, and SAGE

The three gallium experiments, GALLEX, GNO [14] and SAGE [15], used the reac-

tion:

CC : νe + 71Ga → 71Ge + e− , (1.14)

with a threshold energy of 0.233 MeV, allowing the rates from all eight solar flux types

to be measured. The calculated cross-section predicts that more than 50% of the total

rate comes from ν(pp)’s therefore probing the pp-chain with great sensitivity.

GNO+GALLEX exposed about 30 tons of Ga from May 1991 to January 1997,

leading to a rate of 69.3 ± 4.1(stat) ± 3.6(syst) SNU, a factor of 2 lower than the

predicted rates without oscillation. The result of SAGE, after taking data from

January 1990 to December 2001, is 70.8+5.3
−5.2(stat)+3.7

−3.2(syst) SNU, consistent with

1The solar neutrino units (SNU) correspond to 10−36 neutrino captures per atom per second.
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GALLEX+GNO. A more recent combined measurement for the νe flux of all three

Gallium experiments is 66.1 ± 3.1 SNU, where all statistical and systematic uncer-

tainties have been combined [16].

1.3.2 Second-Generation Experiments

Experiments of the second generation consist in the real-time observation of Čerenkov

(Č) light produced by relativistic electrons, themselves produced from interactions of

solar neutrinos with a target. Charged particles that have a speed v > 1/n (c = 1),

where n is the index of refraction of the medium, emit Č radiation in a cone with

opening angle θ, with cos θ = 1/nv. The differential intensity dN of the radiation

along the path length dx is

dN

dλdx
=

2πα

λ2

[

1 −
( 1

nv

)2]

, (1.15)

where λ is the wavelength of the light, and α is the fine-structure constant.

In light (H2O) or heavy (D2O) water, the Č light created in the ultraviolet and

visible range, λ ∈ [300, 700] nm, is intense enough to be detected by an array of

photomultiplier tubes (PMTs). Such system allows one to record each event with

information such as the time and PMT charge. The calibration and analysis of the

data further lead to the evaluation of the energy of the events and the reconstruction

of their position and direction relative to the Sun. Therefore there is much more

information available in real-time experiments. However the production of Č light

limits these experiments to the detection of high-energy neutrinos.
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Light Water: Super-Kamiokande

The Super-Kamiokande (SK) detector [17] is a large light-water Č detector looking

at neutrino events through the reaction:

ES : νx + e− → νx + e− , (1.16)

where νx refers to any active neutrino flavor, with x = e, µ, τ , but the reaction is

predominantly sensitive to νe (∼ 85%). SK is the successor of the 3-kton Kamiokande

experiment, which measured the flux of ν(8B)’s and ν(hep)’s to be 2.80±0.19(stat)±

0.33(syst) × 106 cm−2 s−1 [18] after 9 years of operation. With its enlarged 50 kton

volume, the SK Collaboration has released the results from the two first phases, SK-I

and SK-II, with measured fluxes of 2.35± 0.02(stat)± 0.08(syst)× 106 cm−2 s−1 [19]

and 2.38± 0.05(stat)+0.16
−0.15(syst)× 106 cm−2 s−1 [20], respectively. The predicted rates

without oscillation are about twice as large, and the discrepancy is of the order of

two standard deviations, in agreement with the conclusion drawn with radiochemical

experiments.

Heavy Water: SNO

The SNO experiment [21] is the subject of this dissertation. SNO is also a second-

generation experiment, but is more complex than the previous experiments as ex-

plained below and in more detail in Chapter 2. The experiment was designed [22]

to solve the SNP [23] that past experiments could not resolve completely. SNO em-

ploys heavy water made of deuterons (d) as target material, making the experiment
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sensitive to all three active flavors of neutrinos via three reactions:

CC : νe + d→ e− + p+ p− 1.442 MeV (1.17a)

ES : νx + e− → νx + e− (1.17b)

NC : νx + d→ νx + n+ p− 2.224 MeV , (1.17c)

where the reaction thresholds are indicated. The ES reaction is similar to SK. The

CC and NC interactions with the deuteron also lead to the production of Č light

by the electrons in the CC reaction, and by the neutron capture by-products in the

NC reaction. The SNO experiment is further divided into three phases, each with a

different neutron capture process, which are explained in more details in Chapter 2.

The SNO Collaboration has already confirmed the hypothesis of neutrino oscilla-

tion with the simultaneous measurement of the CC and NC fluxes, in the form of the

CC/NC ratio [24–26]:

Φ(νe)

Φ(νx)
∼ Φ(CC)

Φ(NC)
= 0.340 ± 0.023 (stat) + 0.029

− 0.031 (syst) , (1.18)

which proves the conversion of νe’s into νµ,τ ’s between the neutrino production region

in the Sun and the various detectors on Earth, while the NC flux agrees with the

SSM predicted flux [27]:

Φ(NC) = 5.54 + 0.33
− 0.31 (stat) + 0.36

− 0.34 (syst) × 106 cm−2 s−1 . (1.19)

Since the publication of the solution to the SNP in 2001, the new aim of SNO has

been the precise determination of the parameters that describe the oscillation effects
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measured on Earth. This quest is also the main topic of this thesis. Complementary

searches included the analysis of solar neutrino rates independently for day- and

night-time [28–30] in order to search for evidence of matter effects in the Earth.

Secondary analyses also investigated the existence of ν(hep)’s [31], the periodicity of

single neutrino events [32, 33], and the muon flux at SNO [34]. The analysis presented

in this thesis directly impacts the latest set of SNO publications [27, 34–36], where

the treatment of experimental backgrounds and systematic uncertainties has been

refined, leading to the measurement of the CC and ES energy spectra with a low

kinetic energy analysis threshold of 3.5 MeV. This improved analysis is expected to

enhance the precision of the CC/NC ratio.

1.3.3 SNO and the Future

The success of the neutrino branch of the SSM is experimentally due to SNO which

measured the solar νe and total fluxes at high energy. However the low energy fluxes

cannot be verified with great precision with the current solar neutrino experiments.

Therefore a new generation of experiments is needed to measure the fluxes at low

energy and verify if the flux normalization and mixing parameters apply at those

energies.

The future generation of experiments are also real-time experiments and employ

liquid scintillators to detect the light yield created from neutrino interactions. The

scintillators work with almost any charged particles, thus both neutrinos or anti-

neutrinos (ν̄) can be detected through an extensive list of reactions. While some

experiments can use scintillators to lower their energy threshold to study solar neu-

trinos, others can detect neutrinos from terrestrial sources, such as those produced by
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beams of decaying pions or created by nuclear power plants. The following describes

the current and future prospect experiments that employ these techniques.

Borexino

The Borexino experiment [37] has the ability to measure the 0.862 MeV 7Be solar

neutrinos through the ES reaction. The ν(7Be)’s are interesting because of their large

flux and single energy value (see Figure 1.2). The Borexino Collaboration measured

a ν(7Be)-induced rate of 49 ± 3(stat) ± 4(syst) counts per day per 100 ton [38, 39]

and plan for further precision measurements and the possible observation of higher

energy neutrinos.

KamLAND

The KamLAND experiment [40–42] measures the ν̄e rate from nuclear reactors in

Japan through the reaction ν̄e + p → n + e+ with a threshold of 1.8 MeV. Although

the KamLAND detector is not looking for solar neutrinos, the distance that separates

the detector from the various sources of ν̄e is much shorter than the distance Sun-

Earth, which makes the experiment more sensitive to ∆m2
21. The current best result

from the KamLAND Collaboration is tan2 θ12 = 0.56+0.10
−0.07(stat)+0.10

−0.06(syst) and ∆m2
21 =

7.58+0.14
−0.13(stat)+0.15

−0.15(syst) × 10−5 eV2 [42].

KamLAND was designed to confirm of the oscillation parameters measured by

the solar neutrino experiments. Thus it is standard procedure to combine the mea-

surement of KamLAND with those of solar neutrino experiments to obtain the global

fit oscillation parameters, assuming the CPT invariance which allows one to treat ν’s

and ν̄’s in the same way.
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Global Fit of Oscillation Parameters

The excellent agreement between the oscillation parameters obtained with solar νe’s

and terrestrial ν̄e’s reflects the great success of the neutrino oscillation experiments.

Figure 1.4 shows the combined analysis or global fit of tan2 θ12 and ∆m2
21, in the

context of an effective 2ν oscillation model with an electron and an active component

(νe,νa), where νa = νµ,τ . In this effective model, the effects of θ13 and ∆m2
31 are

neglected. In addition, neither experiment is sensitive to the transitions generated by

θ23 or the phase δ. The best-fit point is ∆m2
21 = 7.59 × 10−5 eV2, tan2 θ12 = 0.468,

and the scale of the ν(8B) flux is f8B = 0.864 with respect to the BS05(OP) model

prediction.

Figure 1.5a is a summary of the rates measured by solar neutrino experiments

relative to the BS05(OP) model prediction as a function of operation time. The model

prediction varies from one experiment to another due to their different sensitivities

to various fluxes and energy ranges. The discrepancy of all rates, except for SNO’s

NC, is due to oscillations. Figure 1.5b shows the same rates after correcting for

the effect of P̄ee, the average survival probability for each experiment. The mixing

parameters used to generate the probabilities were those of KamLAND such that

the corrected rates were independent of any solar neutrino data. The corrected rates

have come closer to the SSM prediction, but differences still exist, especially the

CC rates of SNO. As for the confidence regions in Figure 1.4, this might suggest a

residual discrepancy between the solar experiments and KamLAND. This motivates

a more precise analysis of the oscillation parameters, and a study of the differences

between the νe in solar experiments and ν̄e in terrestrial experiments. In particular,

the analysis presented in this thesis also includes the sub-leading effect of the θ13
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Figure 1.4: Confidence levels (CL) of the 2ν oscillation parameters, where tan2 θ ≡ tan2 θ12

and ∆m2 ≡ ∆m2
21, obtained with (a) the solar neutrino experiments and (b) solar with

KamLAND. Figure from [27].

and ∆m2
31 in a full 3ν oscillation analysis, which can potentially improve the overall

agreement when performing global fits.

Current and Future Experiments

After the success of SNO, SK, KamLAND, and radiochemical experiments at de-

termining the first-order oscillation parameters, θ12 and ∆m2
21, several experiments,

the third generation, have been proposed to measure either the low energy solar

neutrinos or the precise effect of the oscillation to higher orders in θ13 and ∆m2
31.

Beyond oscillation experiments, others are proposed to investigate the mass hierar-

chy (m3 > m2 > m1 or m2 > m1 > m3), determine the neutrino nature (Majorana

or Dirac), or measure the absolute masses of the neutrinos. The following briefly

highlights these experiments.

Terrestrial oscillation experiments are directed towards the precise measurement

of the remaining oscillation parameters. Similar to KamLAND, experiments looking

at ν̄e fluxes at nuclear reactors can vary their sensitivity to the mixing angles by
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Figure 1.5: Ratio of experimental rates to the SSM prediction. The error band shown is
the 16% error on the 8B flux in the BS05(OP) model. (a) The reported rates are plotted
without oscillation corrections. (b) The effect of the average survival probability, P̄ee,
has been removed. The oscillation parameters of KamLAND [42] were assumed. Figures
adapted from [43].
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choosing the optimal distance to the source. Namely, the CHOOZ experiment [44]

has determined the best limit on θ13 by measuring the flux at a distance of about

1 km. Their limit is sin2 2θ13 < 0.19 at the 90% confidence level. The successor,

Double-CHOOZ [45], will reuse the CHOOZ detector with the addition of a near-

detector to measure the flux simultaneously at two different distances, canceling the

effects of the systematic uncertainties and improving the sensitivity to small values

of θ13.

Longer baseline experiments measure the flux of neutrinos produced in accelera-

tors. In the K2K [46] and T2K experiments in Japan, protons are accelerated and

directed onto a target which results in an intense beam of pions which decay into

muons and νµ’s. The neutrinos are focused towards the SK detector such that the

effect of oscillation can be measured over distances of about 250 km. MINOS [47] is a

similar experiment with a baseline of 730 km which recently started to analyze data.

SNO+ [48] is a scintillator experiment that plan to re-use the SNO detector.

Because there are not enough nuclear plants around Sudbury in Canada to study

ν̄e’s, the experiment is rather oriented towards the measurement of low energy pep

and CNO neutrinos. There are also plans for SNO+ to look for a distinct neutrino-less

double-beta decay signal and potentially identify the Majorana nature of neutrinos.

The EXO [49] experiment, to name only this one, plans to use enriched Xenon and

time-projection chambers to look for the distinctive signal of barium atoms when

Xenon decays through the neutrino-less double-beta channel as well. Both SNO+

and EXO will improve the limits on the smallness of the absolute neutrino mass scale

if the neutrino is a Majorana particle.
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1.4 Synopsis

The solar neutrino experiments were just the start of a rich and wonderful quest for

the precise characterization of neutrinos in general and the search for answers to open

questions concerning the SM of particle physics.

This thesis is aimed at the measurement of the survival probability and the de-

termination of the oscillation parameters relevant to solar neutrinos detected by the

SNO experiment. Especially an attempt is made to set a limit on θ13 with solar neu-

trino data. This angle is expected to be small and is the last of the MNSP matrix to

be measured. A value of θ13 different from zero would open the possibility of leptonic

CP-symmetry breaking through the phase δ, which has not been observed yet because

of the smallness of θ13. Although terrestrial and future experiments are dedicated to

this precise measurement, the solar neutrino data can also constrain its value, as it

will be shown in Chapter 7.

Chapter 2 describes the main features of the SNO detector. Chapter 3 details the

calibration work done in preparation for the operation of SNO in its third and final

phase. Chapter 4 contains the details of the optical calibration of the SNO detector

for the latter phase. The main discussion being neutrino astrophysics, the technical

topics in Chapters 3 and 4 may be skipped without loss of generality. Chapter 5

summarizes the statistical separation method employed to find neutrino events in

the context of the improved low energy threshold analysis. Finally, Chapters 6 and

7 present the survival probability analyses of the SNO energy spectra, where the

survival probability and mixing parameters are extracted, and Chapter 8 summarizes

the achievements.



CHAPTER 2

The SNO Detector

The Sudbury Neutrino Observatory (SNO) was located in Vale INCO’s Creighton

mine near Sudbury, Ontario, Canada. At 2 km deep underground, the rock overbur-

den of 6010 ± 20 m of water equivalent resulted in less than 80 cosmic ray muons

passing through the detector everyday. As depicted in the schematic of Figure 2.1a,

the SNO detector consists of two almost-concentric spheres. The innermost sphere is

a 12 m diameter and 5.5 cm-thick acrylic vessel (AV) containing SNO’s unique target

mass of 1000 tonnes of ultra-pure heavy water (D2O). The neck at the top of the AV

opens up to the deck clean room where sources were inserted into the detector for cal-

ibration. The AV is surrounded by light water (H2O) and then by a 17.8 m diameter

outer geodesic sphere, the PMT support structure (PSUP), which holds 9438 photo-

multiplier tubes (PMTs) oriented towards the D2O target. The inner ultra-pure H2O

volume of 1700 tonnes between the AV and PSUP shields the D2O target volume

from radioactivity in the PSUP and PMTs. Past the PSUP, 5300 tonnes of H2O fills

the remainder of the cavity and also acts as a shield against radioactivity from the

cavern walls, particles, and radiation entering the detector from outside.

The SNO detector relies on the PMTs to see the signals due to neutrino interac-

tions in the D2O. Figure 2.1b shows a typical SNO PMT with specifications. The

Hamamatsu R1408 tubes, that are made of Schott glass to minimize the intrinsic

28
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radioactivity, provide a short photo-electron (PE) transit time of 30 ns with a res-

olution of 1.5 ns and a maximum detection efficiency of 21.5% at a wavelength of

420 nm. With the PMTs alone, the photo-cathode coverage of the detector would be

31%. However, each PMT is mounted on the PSUP with a light reflector of 26.9 cm

in diameter which increases the overall coverage to 54% and decreases the chances

of detecting light created by radioactive decays in the mine rock, beyond the PSUP.

In addition to the inward facing tubes, there are 91 outward looking (OWL) PMTs

pointing towards the outer light water volume. The OWLs provide the important tag

of events that originate from the detector surroundings such as products created by

cosmic ray muons.

At a latter stage of the experiment, an array of 3He proportional counters was

introduced in the AV to observe NC events independently from the PMTs. The total

array length was 398 m, including 36 independent channels to detect neutrons and 4

additional channels to identify backgrounds. The array is described in more details

in the following sections. More details on the components of the SNO detector can

be found in [21].

The remainder of this chapter discusses the various systems that composed the

SNO detector, separately, with a conclusion on the simulation software and its relation

with the analysis presented in the next chapters. Section 2.1 defines the various

configurations of the SNO detector and lists their main characteristics. Sections 2.2

and 2.3 explain the PMT and NCD systems of the SNO detector. Then Section 2.4

lists the backgrounds and the roles of the water systems that were in place to control

them, and Section 2.5 is a description of the simulation software.
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(a) Schematic view of the SNO detector.

(b) A SNO PMT and its reflector assembly. Dimensions are
given in cm.

Figure 2.1: The SNO detector and a SNO PMT with its reflector assembly [21].
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Phase D2O Salt NCD

Neutron Capture n + D2O n + 35Cl n+ 3He
Cross Section (b) 5 × 10−4 44 5333
Signature 6.25 MeV γ 8.6 MeV γ’s 573 keV p + 191 keV 3H
Dates of Operation 11/1999 to 05/2001 07/2001 to 08/2003 11/2004 to 11/2006
Livetime (days) 279.27 389.85 385.17

Table 2.1: The phases of the SNO experiment. 1 barn (b) = 10−24 cm2.

2.1 Detector Configurations

The SNO experiment consists of three sub-experiments sharing the common goal

of measuring the NC flux with different neutron detection techniques, while still

allowing the observation of CC and ES events. The sub-experiments, also called

phases, span many years of data taking, with a total livetime of 1054.29± 0.03 days.

The names, dates of data acquisition, and main features of the various phases are

given in Table 2.1.

2.1.1 Pure Heavy Water Phase

The pure heavy water phase, also called D2O phase, is defined as the period of running

the SNO detector between November 1999 and May 2001 with D2O molecules as a

target for incoming solar neutrinos. The NC reaction cross-section of 5 × 10−4 b

includes the pure cross-section on deuterons, νx + d, and the efficiency of the D2O

molecules to capture neutrons and release a mono-energetic γ-ray of 6.25 MeV. The

Compton-scattering of the γ-ray with one of the surrounding electrons then initiates

the production of Č light that is detected by the PMTs.
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From an analysis point of view, the NC, CC, and ES events are practically im-

possible to distinguish and a statistical separation technique is needed to extract the

relative fractions of each class of events. This technique is explained in Chapter 5.

The complete archival of the first phase of SNO can be found in [26].

2.1.2 Salt Phase

The salt phase is defined as the period of running the SNO detector between July 2001

and August 2003 with 2 tonnes of clean NaCl dissolved within the D2O volume. While

the νx + d cross-section is the same as in the D2O phase, the Cl increases the capture

rate of the released neutrons, and facilitates their observation with a high total γ

energy of 8.6 MeV. The 35Cl in the NaCl captures the free neutron and excites to

36Cl
∗

before the emission of multiple γ-rays. The latter create events that are more

isotropic in the detector making the identification of the NC events somewhat easier

compared to the D2O phase. More information about the technical details, analysis

methods, and physics results of the salt phase can be found in [30].

2.1.3 Neutral Current Detector Phase

The Neutral Current Detector (NCD) phase, is defined as the period of running

the SNO detector between December 2004 and December 2006 after 40 NCDs were

installed inside the AV. The neutron detectors were submerged in the D2O, after

the desalination period. The installation required the disassembly of the calibration

systems on top of the detector, such that the NCDs could be introduced through

the AV chimney. This disruption period is referred to as the NCD commissioning

phase, which started in October 2003 and ended in August 2004. The NCDs are
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lighter than the heavy water thus they were attached at the bottom of the AV with

strings holding them to specific AV panels that have anchors. Figure 2.2 shows the

NCD array configuration in the detector’s xy-plane, to scale, with the AV and PSUP

spheres.

The NCDs are cylindrical proportional counters filled with 3He gas, as depicted in

Figure 2.3. NC events arise from the neutron interaction with 3He:

n + 3He → p+ 3H + 764 keV , (2.1)

where the produced proton (573 keV) and triton (191 keV) ions have enough kinetic

energy to create over 20k electron-ion pairs. The drift and multiplication of the

electrons at the anode wire results in a distinct and measurable signal. More details

on the NCD installation procedure and operation can be found in [50, 51].

2.2 PMT System

The PMT system was in operation in all three phases of the SNO experiment. Sub-

section 2.2.1 introduces the PMT electronics and trigger systems. Extensive details

of the SNO PMT electronics and trigger can be found in [52]. Then Subsection 2.2.2

is an overview of the calibration methods and hardware used to deploy calibration

sources in the detector.

2.2.1 Electronic and Trigger Systems

Čerenkov light is detected by 9438 PMTs in SNO. The resulting pulses travel from the

base of the PMTs to the front-end electronics (FEE) via 32 m of waterproof coaxial
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(b) NCD Array in SNO.

Figure 2.2: The SNO geometry during the NCD phase, viewed from the top of the detector,
including the 40 parallel NCD counters deployed in the AV volume. (a) The name of each
counter is shown, with their identifying rings. The array is not perfectly symmetric. (b) Also
shown, to scale, the laserball source (center point), the AV at r = 600 cm, the PSUP at
r = 850 cm, and a PMT on the PSUP at x = y ≃ 600 cm.

cable. The main purpose of the electronics is to determine if a PMT signal is above

threshold, and if so, to produce multiple trigger signals to be summed over all elec-

tronic channels. When a pre-determined number of PMTs have fired in coincidence,

a global trigger (GT) is initiated and the FEE digitizes the integrated charge and

time of all PMTs. The digitized information is then read out by the Data Acquisition

System (DAQ) to be stored.

The FEE consists of 19 crates each with 512 channels in 16 boards of 32 channels.

The PMT cables are assembled onto a paddle card in groups of eight. Four paddle

cards, or 32 channels, are connected to the PMT Interface Card (PMTIC), which

provides high voltage (HV) to the PMTs. There are 16 PMTICs in a single crate.

Once the HV has been subtracted from the PMT signal, the signal is delivered to
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Figure 2.3: Schematic of a NCD string with readout cable, active region, delay line, and
anchor system. The outer cylinder radius is Rncd = 2.579 cm. The counter body, not
to scale on the figure, consisted of 9 to 11 m long active regions, made of three or four
inter-connected individual gas volumes.

one of the 16 motherboards, which are directly interfaced with the PMTICs. There

are four daughterboards connected to each motherboard. On each daughterboard,

custom application-specific integrated circuits (ASICs) determine if the PMT signal

is above threshold.

When the signal passes the ASIC requirements, four main trigger signals are pro-

duced: long and short time coincidence, and high and low gain charge trigger pulses.

The four trigger types are continuously summed by the Crate Trigger Card (CTC) for

each crate. The summed trigger signals from all crates are sent to an analog master

trigger card (MTC/A) to determine the sum of all 19 crates. When the latter is

above the limit set on the MTC/A by the DAQ, the information is sent to the digital
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master trigger card (MTC/D). The MTC/D determines if the trigger that crossed

threshold is enabled by the DAQ and if so, initiates the GT which is sent back to

all crates via the CTC. Once the FEE receives the GT, the integrated charge and

time for the hit PMTs, calculated by the ASICs on the daughterboard, are digitized

and stored temporarily on the motherboard. The PMT information is read from the

motherboard’s memory by the DAQ via a pair of translator cards (XL1 and XL2).

The MTC/D sends GTs to all crates in synchronization with a 50-MHz clock to

allow the time of the trigger to be known. The time is also recorded from a commercial

global positioning system (GPS) 10-MHz clock. The MTC/D records the state of all

raw triggers at the time of the GT. After sending a GT, the MTC/D rejects any other

GT within a gate of 440 ns, allowing for scattered and reflected light to be included

in the event information.

Trigger Types

The goal of any trigger system is to select events that are of physics interest and

notify the DAQ to store those events. The SNO trigger system was an analog system

designed with several possible trigger types: number of hit PMTs within a given time

window, integrated charge in the PMTs, software, and external triggers. Each trigger

is listed below with brief explanations.

The N100 trigger is the main physics trigger type and is based on the number of

hit PMTs. When the discriminator fires, each channel produces a square pulse 93 ns

in width. All channels are summed to determine if the preset threshold is crossed.

Throughout the experiment, 16 hit PMTs within a 100 ns coincidence time window

were required before issuing a GT. The 100% trigger efficiency for N100 was reached
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at 23 hits or an energy of about 3 MeV [26].

The N20 trigger is similar to N100 except that the pulse width is 20 ns. The N20

was designed to be a low energy background trigger but due to electronic pick-up,

the hit threshold for the D2O and salt phases was the same as the N100 trigger.

The OwlN trigger is identical to the N100 trigger, except that it is specific to

the OWL tubes. The OWL triggers are separate from the inward channels and are

efficient at tagging particles entering the detector from outside, such as muons.

The charged-based triggers, ESumHi, ESumLo, OwlEHi, and OwlELo, are the

low- and high-charge triggers for inward and OWL PMTs, respectively. For each

PMT, an analog copy of each pulse is produced. The pulses from all tubes are

summed together to provide a trigger based on the amount of charge deposited in

the detector. Since the shape of the pulse is not sharp in time like the N100 trigger,

the ESum triggers are too slow for online physics event tagging, but remain useful

for offline detector diagnostics and identification of instrumental and non-physics

backgrounds.

Other triggers include fixed interval, software, and external triggers. The Pulsed

Global Trigger (PGT) is a pulser-generated calibration trigger. This 5-Hz trigger was

used to measure the PMT noise hits in the detector and served as a verification for

livetime measurements. Software initiated triggers only marked the beginning and

end of a run. In addition, the trigger system can handle up to eight external triggers.

These were used to trigger on events from tagged calibration sources. Among these,

the asynchronous external trigger could send GTs independently of the 50-MHz clock

and was mainly designed to trigger on laserball events used to calibrate the detector

response.
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2.2.2 Calibrations

Calibrations of the SNO detector are essential in understanding both signal and back-

ground events. They consist of electronic calibrations, through which the basic charge

and timing information of the PMTs are obtained, and source calibrations which, af-

ter offline analysis, determine the response of the detector to signal and background

events.

Electronic Calibrations

The calibration of the PMT electronics is performed through electronics and PMT

calibrations. Electronic calibration (ECA) [53] consists in two sets of dedicated runs.

The pedestal run calculates the pedestal value of the charge analog-to-digital con-

version (ADC) and the time-slope run calculates the slope of the time-to-amplitude

conversion (TAC). The DAQ sends programmed pulses to a specific channel, causing

its discriminator to fire, to determine the pedestal values and TAC slopes. Each pulse

is followed at a fixed delay by a GT. The time slope is measured by varying the delay

between the input pulse and the GT. Since the pedestal values and TAC slope may

change over time, these calibration runs were done on a bi-weekly and bi-monthly

basis for the pedestal and TAC measurements, respectively.

PMT calibration (PCA) [54] mimics data taking to ensure proper timing of the

PMT system. During the PCA, the PMT discriminator fires when the leading edge

of a pulse crosses the voltage threshold. The recorded time thus depends on the

rise time of the pulse. To remove PMT-to-PMT timing differences due to possible

discriminator walk, an almost-isotropic source, the laserball (LB), was deployed in

the center of the detector to measure the relationship between PMT charges and
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discriminator firing time. PCA runs were performed on a monthly basis.

Detector Calibrations

The SNO Collaboration employs several calibration sources to measure the overall

PMT collection efficiency, PMT and concentrator angular response, optical atten-

uations, energy response as a function of detector position for both electrons and

neutrons, and detector acceptance to low energy backgrounds. The SNO calibration

system is flexible, allowing to insert multiple different source types with various ge-

ometries and energy ranges into the detector, both inside and outside the AV. As seen

in Figure 2.4a, the calibration system had the capability of deploying sources along

the central z-axis, in the xz- and yz-planes, and also outside of the AV using guide

tubes that are parallel to the z-axis.

The main calibration sources are described briefly below. Emphasis is put on the

laserball and laser systems as an introduction for the optical calibration techniques

presented in Chapters 3 and 4.

Laser System and Laserball

A N2 laser coupled to dyes provides intense almost-monochromatic light at six wave-

lengths in the sensitive range of the PMTs. Table 2.2 gives the central wavelengths

obtained and their spread due to the dyes. The laser system allows the selection of

neutral densities from two wheels to reduce the intensity of the laser light before it

is directed to an optical fiber which brings the light to the LB. This step was neces-

sary during optical calibrations, where the total intensity of the light was adjusted at

the level of a single photo-electron (PE) per PMT, corresponding to almost 300 hit
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Figure 2.4: Schematics of (a) the SNO source manipulator system and (b) laserball source
[55]. The diffuser of the laserball source used for PMT and optical calibrations has an outer
radius of RLB = 5.45 cm.

PMTs per event. The light guide is contained within a specially-made cable for SNO

calibrations, called the umbilical [56], which is also partly responsible for holding the

source. Figure 2.4b shows a schematic of the LB depicting the umbilical attachment

at the top, and the fiber positioned at the center of the diffuser. The light scatters

and propagates through the flask medium to come out almost isotropically at the

surface. Hence the LB provides an excellent source of photons for calibrations. The

PMT times (PCA), media attenuation lengths, PMT angular response, PMT relative

efficiencies, and LB isotropy are all extracted from LB data. Technical details on the
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Wavelength (nm)

Nominal 337.1 369 386 420 500 620
Spread 0.1 10 8 8 14 10

Table 2.2: Wavelengths available for optical calibrations. PMT timing calibration (PCA)
was performed at 500 nm only.

laser system, umbilical, and LB can be found in [55].

Energy, Electron, Neutron, and Other Calibrations

The 16N triggered source [57, 58] is the main calibration source deployed to measure

the overall collection efficiency, energy systematic uncertainties such as position-to-

position uncertainties, time variations in energy, and accuracy of the position vertex

fitter. It is a 6.13-MeV γ-ray source, emitted by the de-excitation of the 16O resulting

from the β-decay of 16N. The Compton scattering effect allows the 16N source to be

treated as an electron source.

The 8Li source [59] is a triggered low-rate electron source with an endpoint of

14 MeV obtained from the β-decay of 8Li. As a low statistics source, it serves to

confirm and extrapolate of the energy systematic uncertainties derived from the 16N

source at higher energy, as well as to determine possible energy scale non-linearities.

The pT source [60] is a non-triggered source that collides protons on a 3H target

producing 4He which through de-excitation produces a 19.8-MeV γ. This source was

not deployed in the salt phase due to overwhelming production of neutrons. It was

mainly used to determine the energy scale non-linearities at high energy.

The 252Cf source is a non-triggered neutron source obtained from the fission of

252Cf. It is the main source deployed to determine the neutron capture efficiency in
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SNO [61] in all three phases.

The AmBe source is a manually-triggered source with a 4.14 MeV γ-ray and

neutron in coincidence. It is triggered by requiring the latter coincidence. It was used

to verify the neutron capture efficiency. This source was not deployed during the D2O

phase.

The radioactive and acrylic sources [62] are either 238U or 232Th sources encapsu-

lated in acrylic, used to measure the detector’s acceptance to low energy backgrounds.

These sources can either be canned (acrylic is surrounded by plastic which prevents

β’s from producing light in the detector) or uncanned. None of these sources can

be triggered easily. However, they were made very hot to overwhelm the nominal

amounts of radioactivity.

The radon spike [63] is a controlled injection of Rn in the detector either into

the D2O or H2O through the water systems. It was a highly isotropic source used to

measure the detector response to low energy backgrounds. Similar to other radioactive

sources, the source is not triggered but overwhelms the low inherent radioactivity

within the detector.

2.3 NCD System

The NCD system was operational only during the NCD phase of the SNO experiment.

The system, consisting of 40 counters and associated electronics, added 40 indepen-

dent channels to the experiment. Subsection 2.3.1 focuses on the NCD trigger system.

Then Subsection 2.3.2 briefly covers the calibration of the NCDs. Extensive details

of the NCD electronics and calibrations can be found in [52]. Figure 2.3 showed a

NCD and its geometrical characteristics.
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2.3.1 Electronic and Trigger Systems

The NCD electronics were designed with several goals: perform pulse-shape discrimi-

nation to distinguish neutron-capture signals from α-particle backgrounds and instru-

mental events, measure of the total charge of the events, and acquire the information

at the kHz rates in the event of a galactic supernova. These goals were satisfied

with two independently-triggered readout systems. The first is a fast data path using

shaper-ADCs to measure the total energy of the signal. The second is a multiplexed

digitizing path to record the pulse shape information for particle identification.

Preamplifiers and Multiplexers

Current preamplifiers were needed to amplify the NCD signal currents to voltages

(27.5 mV/µA) before digitization. The preamplifiers were located above the top of

the AV neck on the deck, minimizing their distance from the NCD strings. Their

output cables were connected to one of the multiplexer input channels located in

NCD electronics racks.

The four multiplexer boxes each had 12 channels connected to two parallel buffer

amplifiers, reaching the shaper-ADC system on one side and the digitizing system con-

sisting of two oscilloscopes on the other. Logarithmic amplifiers digitized the signals

exceeding the discriminator thresholds. The 12 channels shared a single logarithmic

amplifier output, so simultaneous events on different channels were read out as a sum

of the signals on all channels above their discriminator levels. The information on

which particular multiplexer box had triggered was sent to the multiplexer controller

for each digitized event so that the event could be correlated with the appropriate

NCD string. The DAQ system then received the channel hit pattern for each mul-
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tiplexer box. The average event rate of 0.3 Hz was low enough such that events

associated with multiple channels were rare. The associated read-out dead time was

approximately 1 ms.

Oscilloscopes and Digitization

Upon receiving notification of a multiplexer channel exceeding its discriminator, the

multiplexer control board triggered one of two Tektronix TDS754A oscilloscopes to

digitize the signal waveform from the logarithmic amplifier. Only the signal from

the appropriate boxes was read out by the DAQ when notified by the multiplexer

controller which boxes and oscilloscopes contained the event. The sample rate of the

digitization at the oscilloscopes was 1 GHz to provide good vertical position resolution

and pulse-shape discrimination. The multiplexer controller could only trigger one of

the four available channels on the oscilloscopes, allowing for a maximum waveform

digitization rate of 1.8 Hz, adequate for the low neutrino data-taking rates.

Shapers and Energy

Due to the long digitization time of the waveforms, the NCD signals were also sent

from the multiplexer to the input of shaper-ADC cards, each containing eight chan-

nels. The shaper-ADCs were capable of recording the kHz event rates expected from a

supernova event burst. The signal was integrated and shaped by a four-stage network

of operational amplifiers. The ADCs were calibrated to energy using the character-

istic shape of the neutron energy spectrum and by determining the linear conversion

of ADC values from the 191 keV cut-off to the 764 keV peak. Although each shaper

channel was independent, the DAQ only allowed one shaper at the time to be read,
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which induced a dead time of 236 ± 5 µs.

Triggering with PMTs

Signals from the independent DAQ hardware of the NCD and PMT arrays were

integrated in a GT system that combined both data streams with timing information

of the events. This was accomplished using the SNO Master Trigger Card (SNO-

MTC) that assigned a GT identification number (GTID) and recorded the times

from both the 10- and 50-MHz clocks. The SNO-MTC was capable of triggering on a

number of external inputs and two of them were used by the NCD trigger system. As

explained above, the NCD system was triggered by the shaper-ADC or the multiplexer

system whenever an event exceeded the threshold in either system. The NCD trigger

system was controlled by a NCD Trigger Card (NCD-TC) containing a local GTID

register that was synchronized with the SNO-MTC GTID register at all times. Thus,

when a NCD event occurred, the SNO-MTC was informed and assigned a GTID, and

this GTID was available for local readout in the NCD data stream. This allowed the

NCD and PMT data to be combined based on the GTID of the event.

2.3.2 Calibrations

The following briefly describes the electronics and neutron calibrations needed to

determine the properties and accuracy of the NCD system.

Electronics and Energy

The NCD-ECA [64] was performed on a weekly basis to quantify the parameters of

an electronics model that described the logarithmic amplification and digitization of
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NCD waveforms, linear response of the system, and threshold of each shaper-ADC

and digitization channel. These measurements were obtained by injecting waveforms

into each preamplifier’s pulser input and observing the output signal.

One set of calibrations measured the effects due to logarithmic amplification and

waveform digitization. The parameters, that were extracted by fitting the sine-wave

portion of the pulses, were then stored for pulse-shape data analysis. The electronics

model parameters changed by less than 3% over the two-year duration of the NCD

phase.

Another set was the linearity calibration that measured the gains and pedestals,

and tested the linear response of the system. Each shaper-ADC channel was pulsed

at a rate of 50 Hz for five seconds with 1.1-µs wide, negative-polarity square waves at

five different amplitudes from 36 mV to 155 mV. In addition, an extended linearity

calibration was performed, with 19 different amplitudes from 13 mV to 248 mV, on a

monthly basis. The gain and pedestal of each channel were obtained from a linear fit

to the shaper-ADC values as a function of the injected pulse charge. The intercept

from the linear equation and the peak position in the neutron calibration spectrum

were then combined to convert shaper-ADC values to energies. The non-linearity is

the difference between the measured and the linear fit charge value; it was found to

be less than 0.5% over all channels.

Finally, the threshold calibration extracted the thresholds of each shaper-ADC

and multiplexer channel as a function of the input pulse amplitude and charge. Off-

set, single-cycle sinusoidal waves 1 µs in width were injected with amplitudes varying

from 6 mV to 31 mV, at a rate of 10 Hz for 5 s on each channel. The thresholds for

each channel were determined by noting which pulses triggered both systems. The
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variation was less than 3% over the entire NCD phase. Uniform response across the

36 3He NCD strings is achieved with consistent threshold settings, particularly the

multiplexer thresholds. Low thresholds were desirable to collect more neutron-capture

events, however the final configuration included larger thresholds to avoid high noise

trigger rates that caused large dead time in the oscilloscopes. The approximate digiti-

zation rate of 0.3 Hz caused the oscilloscopes to be dead about 3% of the time, which

was accounted for in the livetime calculation. The multiplexer thresholds missed less

than 2% of all neutron-capture events. This loss was incorporated into the neutron

detection efficiency.

Neutrons

Extensive calibrations were carried out to characterize the response of the NCDs to

neutrons. The 252Cf and AmBe point-sources described in Subsection 2.2.2 were used

for these calibrations. The source positions were varied using the calibration system

to expose the sub-counters near the accessible axes and verify the neutron event rate

and position in each string [65].

An isotropic source of neutrons, produced by mixing 24Na [66] (τ1/2 = 14.959

hours) in the D2O, was used twice to calibrate the response of the NCD system.

Neutrons are produced by deuterium photo-disintegration induced by the release of

2.754-MeV γ’s from the decay of 24Na. The uniformity of this neutron source ap-

proximately reproduces the expected NC interaction distribution of neutrons in the

D2O. However, this calibration was lengthy because it required at least two weeks

before the 24Na activity completely decayed away. The efficiency of the NCD array

to capture the uniformly distributed neutrons has been measured with this technique
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to be (21.1±0.7)% [27]. In addition, these calibrations were used to track the gain of

each NCD string over time with the position of the 764-keV neutron-capture peak.

2.4 Backgrounds and Water Systems

The primary goal of the water purification system was to control the level of impurities

in the D2O and H2O to consequently reduce the backgrounds to the low energy

neutrino events. This section introduces the different types of backgrounds that are

expected in SNO, and the main functionalities of the water systems to measure and

control a few of them.

2.4.1 Low Energy Backgrounds

This subsection describes the known sources of backgrounds that are the most signif-

icant and relevant in the context of a low neutrino energy analysis. In such analysis,

all sources of background from a reconstructed energy of 3.5 MeV need to be consid-

ered. These backgrounds are measured, constrained, and fitted simultaneously with

the neutrino signals in the signal extraction procedure that is explained in Chapter 5.

There are two classes of backgrounds in SNO, defined with their origin with respect

to the fiducial D2O volume: external or internal. External backgrounds come from

radioactivity in the AV, light water, PSUP, and PMT glass and reflectors. Events

that result from these backgrounds have distinct radial distributions. Internal back-

grounds arise from extremely small traces of radioactivity left in the D2O and NCDs

and cannot be subtracted from neutrino events other than by measuring their con-

centration in the detector.
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Those two classes then break into two sub-classes of contamination. The radioac-

tive elements responsible for neutron backgrounds can release energy in the form of

γ-rays with energies above 2.224 MeV, the threshold of the NC reaction, and disinte-

grate deuterons to create neutrons. These γ’s can also Compton-scatter and initiate

Čerenkov background events. Similarly, the elements responsible for Čerenkov back-

grounds release charged β’s that can initiate the creation of Č light. The sub-classes

are treated separately below but are in practice hard to distinguish from one another.

Figure 2.5 shows the dominant decay chains of 238U and 232Th and their respec-

tive daughters. These decay chains are responsible for the bulk of the neutron- and

electron-like backgrounds discussed below.

Neutron Backgrounds

The energies of neutron events in SNO are uncorrelated with the incoming neutrino

energies. While extracting the number of neutrons due to neutrinos it is therefore

crucial to take into account all sources of neutron backgrounds.

Figure 2.5a shows the decay chain of 238U leading to the 214Bi daughter that decays

with an endpoint energy of 3.27 MeV. It also decays 2.8% of the time to an excited

state of 214Po that emits a γ-ray of 2.445 MeV. This energy can initiate the deuteron

photo-disintegration and produce at most one background neutron per decay chain.

Figure 2.5b shows the decay chain of 232Th producing the 208Tl daughter that

decays to an excited state of 208Pb through several β branches. The de-excitation of

208Pb
∗

always emits 2.614 MeV γ’s which can also photo-disintegrate the deuteron

and produce a background neutron. Both 214Bi and 208Tl can at most generate one

neutron each per decay chain. Therefore the measurement of their concentrations in
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Figure 2.5: Radioactive decay chains of (a) 238U and (b) 232Th. The steps in each chain are
labeled with half-life, τ1/2, probability in percent, particles emitted, and released energy.



2.4 Backgrounds and Water Systems 51

the D2O and H2O is important for the extraction of the total neutrino flux.

External neutrons are produced by similar processes but originate from outside

the D2O volume, where contaminants are more present. Additionally, the processes

that create α’s in Figure 2.5 can potentially produce neutrons through (α,n) reac-

tions in the AV. However the rate of these reactions are negligible compared to the

AV neutrons, created from impurities that deposited on the AV during the detector

construction. For instance, radon from the mine air, 222Rn, produces daughters that

emit α’s that can interact directly with carbon in the AV and release a free neutron.

In the salt phase only, another source of background neutrons arise from 24Na.

Natural sodium, in the form of 23Na, is activated by neutrons in the environment to

form 24Na. The activation occurs after a source of neutrons has been deployed for

calibrations. The decay chain of 24Na leads to the emission of a 2.754-MeV γ-ray

99.9% of the time.

Čerenkov Backgrounds

Čerenkov backgrounds are caused by β’s with kinetic energy & 265 keV creating

Č light directly or indirectly by Compton-scattering of γ’s and electrons. With an

analysis threshold of 3.5 MeV, both decay chains in Figure 2.5 contribute to those

backgrounds. The same sources responsible for neutron backgrounds, the 3.27-MeV

β from 214Bi and the 2.614-MeV γ from 208Tl, can also initiate Č radiation.

In the analysis, these backgrounds have similar features as neutron backgrounds.

Internal sources are indistinguishable and must be measured and carefully compared

with Monte Carlo simulations, and external sources can be separated from the signal

using the reconstructed positions of the events.
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Other Backgrounds

The PMT backgrounds (PMTβ
γ) are defined as the sum of the β − γ backgrounds

coming from U and Th in the PSUP, PMT glass, internal components, and reflectors.

The orientation of the reflector provides natural shielding against these backgrounds,

but many events are still detected between 3.5 and 4 MeV. The proportion of these

events dominate the total number of events at the analysis threshold of 3.5 MeV.

Leslie events1 are a small class of background originating near the AV, charac-

terized by an apparent high degree of isotropy and a wide range of energy values.

The mechanism generating these events remains unknown, but they often are mis-

reconstructed into the D2O volume leading into potential contamination. These events

are usually removed from the analysis samples by the means of MC studies.

Counts due to sources of backgrounds from outside the detector, such as atmo-

spheric neutrinos, cosmogenic neutrons, and anti-neutrinos, are estimated and sub-

tracted using the expected fluxes and detector livetime. Others such as muons and

high-energy particles are tagged by OWL tubes and are clearly identified by their

large number of hit PMTs.

2.4.2 Background Measurement Techniques

Control of the contaminants in SNO is the hardest task of water operations due to

the constant exposure of the detector with mine air, equipment, calibration devices,

and even personnel entering the laboratory. Recirculation of both D2O and H2O

is performed periodically to remove as much U and Th as possible. The liquids

are circulated through pipes out and back into the detector. The water is filtered,

1After Hamish Leslie, a SNO collaborator who was among the first to notice their existence.
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de-ionized, de-gassed to remove radioactive components, and re-gassed with pure

nitrogen. Although this technique keeps the level of impurities to a low level for

operations, with a goal of less than 4.5 × 10−14gU/gD2O and 3.7 × 10−15gTh/gD2O

in D2O, it is desirable to measure these quantities. The determination of the amount

of radioactive components in SNO is crucial to all analyses, specifically to remove

events due to internal backgrounds.

The in situ methods, preferred in this thesis, were developed to evaluate the

number of events in the neutrino data set using analysis windows that are not used in

the neutrino data analysis, such as radial positions outside the AV. The extrapolation

back into the analysis window allowed the background events to be subtracted. Such

method can also extract the neutrino signal and background events simultaneously

in a single analysis window. In order to do that, constraints of the background rates

are needed from independent measurements known as ex situ techniques. There are

two ex situ techniques to assay the water from the detector to determine the U and

Th levels. They are briefly described here.

Ex Situ Techniques

The first technique is called HTiO [67], which stands for the chemical compound

used as an ion-exchanger to collect the radioactive components present in water. The

compound is deposited on microfiltration membranes within columns which are placed

underground in large volumes of D2O and H2O above the SNO detector. The result

is then eluted from the membranes with acid, concentrated, and finally mixed with a

scintillator to count the β −α decays in coincidence. The activity from the Th chain

is obtained from the activity levels of 228Th,224Ra,212Pb, and 212Bi. Similarly for the U
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Phase Background Measurement (×10−14)

D2O

External Bi (29.5 ± 5.1) gU/gH2O

External Tl (8.1+2.7
−2.3) gTh/gH2O

Internal Bi (1.01+0.34
−0.20) gU/gD2O

Internal Tl (0.209 ± 0.021+0.096
−0.091) gTh/gD2O

Salt

External Bi (20.6 ± 5.0) gU/gH2O
External Tl (5.2 ± 1.6) gTh/gH2O
Internal Bi < 2.0 gU/gD2O

> (1.41 ± 0.46) × 10−2 gU/gD2O
Internal Tl (0.176 ± 0.044+0.070

−0.094) gTh/gD2O

NCD

External Bi (35.5+9.9
−5.4) gU/gH2O

External Tl (2.77 ± 1.04) gTh/gH2O
Internal Bi (0.614 ± 0.101) gU/gD2O
Internal Tl (0.077 ± 0.021) gTh/gD2O

Table 2.3: Main sources of backgrounds in SNO [26, 30, 70]. The main elements are
associated with the ex situ measurements of U and Th. When two uncertainties are given
the first one is statistical and the second is systematic.

chain, the activity is obtained from the activity levels of 226Ra,222Rn,214Pb, and 214Bi.

The second technique is called MnOx [68]. It stands for the coating of acrylic

beads made of a manganese oxide compound, MnOx, where x indicates a variable

amount of oxygen. After water flows through columns containing the coated beads,

Ra, predominantly, is removed, dried, and placed in a decay chamber where Po ions

are detected using an α-counter.

Both methods are compared before the estimates of the concentrations of ra-

dioactive elements are distributed to the analysts. Table 2.3 is a summary of the

concentration measurements of U and Th performed in all phases of SNO that are

were inputted in the analysis in this thesis. Technical details about the water systems

and the ex situ extraction methods can be found in [67–69].
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2.5 Detector Simulation

The processing of PMT and NCD information from the SNO electronics and the

Monte Carlo (MC) simulation are handled by the SNO Monte Carlo and ANalysis

software (SNOMAN) [71], a package of FORTRAN routines built with the CERNLIB

ZEBRA memory management data structure [72]. As a result of the multiple types

of calibration, the detector constants are stored in data or command files that are

applied to both data and MC processing streams consistently. The SNOMAN code

enforces the relevant calibration constants by accessing the SNO database which is

based upon the CERNLIB HEPDB software package [73]. SNOMAN also contains

the position and direction reconstruction as well as energy reconstruction algorithms

that estimate the location, direction, and energy of both data and MC events.

In the MC simulation, the propagation of electrons and γ’s is handled by the

Electron Gamma Shower simulation code (EGS4) [74] called internally by SNOMAN.

The number of Č photons emitted along a charged particle’s track is determined from

the asymptotic formula for light yield for each track segment in EGS4 [75]. Neutron

propagation and capture processes, up to an energy of 20 MeV, are modeled using the

Monte Carlo N-Particle Transport code system (MCNP) [76]. Particles of energies

of 2 GeV and above are simulated with LEPTO [77] (muons and electrons) and

FLUKA [78] (hadrons) available in CERNLIB. Additional modules can be appended

to SNOMAN for specific simulations; see [34] for example. Therefore SNOMAN is

capable of simulating all relevant interactions in SNO including neutrino interactions,

electrons, γ’s, neutrons, all the calibration sources described in Subsections 2.2.2 and

2.3.2, low energy decays from the U and Th chains, and atmospheric and cosmic
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muons. Additionally, the simulation framework models the full detector geometry,

such as the AV, acrylic tiles, acrylic belly plates and grooves, kevlar ropes, neck, NCD

array with anchors and cables, PSUP and calibration source containers. Finally, a

detailed simulation of neutron and α detection has been implemented in SNOMAN

and tested vigorously for the NCD phase [79]. The geometry was updated to allow

NCD positions, sizes, readout cables, and other relevant parameters to be changed

for the study of systematic uncertainties [65].

Importance of Calibrations and Simulations

The good performance of SNOMAN in neutrino and background event simulations

relies in great part on the PMT simulation. The angular response of the PMTs,

or the efficiency of the PMTs as a function of the photon’s angle of incidence and

wavelength, is modeled in two ways. The first is a detailed simulation of photon

propagation in a three-dimensional representation of the phototube (3D-PMT) [75].

This model propagates individual photons through a PMT and concentrator, simulat-

ing the photo-cathode response and reflections from the components. The 3D-PMT

model was used in the official SNO MC simulation. A second model, called grey disk

(GD), is an effective model of the PMT angular response. The GD model replaces the

opening surface of the PMT by a disk with the probability of detecting photons as

a function of incident angle and wavelength derived directly from laserball measure-

ments. The PMT angular response in these two models agree well [80], therefore the

SNOMAN PMT response 3D-PMT model is adjusted to the measurements obtained

from optical calibrations.

The following two chapters focus on the analysis of calibration data to obtain
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an accurate detector response used as input to the full Monte Carlo simulation and

data processing. Chapter 3 introduces the optical calibration methods and the up-

grades performed during the NCD commissioning phase. These upgrades led to the

characterization of the average PMT response and individual PMT relative efficien-

cies. These measurements served, first, in the new optical calibration methods of the

NCD phase, detailed in Chapter 4, and second, in the low energy threshold analysis

to improve the detector simulation, outlined in Chapter 5. Without loss of general-

ity, Chapters 3 and 4 can then be skipped by the reader strictly interested by the

physics of neutrinos. Chapter 5 resumes with the signal extraction procedure devel-

oped specifically in the context of the low energy threshold analysis, leading to the

description of the survival probability fit in Chapter 6, and the physics interpretation

of the results in terms of oscillation parameters in Chapter 7.



CHAPTER 3

Optical Calibration in the NCD

Commissioning Phase

The present and next chapters are a break from the main discussion to introduce

the work done on the optical calibration (OCA) of the SNO detector after the salt

phase. The upgrades explained in this chapter were useful in two SNO analyses.

First, the analysis of the NCD OCA data (Chapter 4), and second, the re-analysis

of the D2O and salt phases data (Chapter 5 and onwards). These upgrades arise

from the continuation of studies previously done for the D2O [56] and salt [81, 82]

phases. Particularly, this chapter explains the optical model and the PMT efficiency

extraction method using the OCA data taken before the NCD phase, and Chapter 4

presents a complete description of the improvements and changes needed towards the

NCD phase, with the results and evaluation of systematic uncertainties.

3.1 Introduction

The NCD commissioning phase consisted in the installation of the NCDs into the

SNO detector after desalination, and of their preparation for data taking. That

period started in October 2003 and ended in August 2004, during which two OCA

58
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scans were performed by positioning the laserball (LB) in many places in the detector

at the six different wavelengths given in Table 2.2.

The October/03 scan was necessary to verify the detector optics after the salt

was removed. It was confirmed that the detector optical properties were identical

to the D2O and salt phases at the time of the October/03 scan, which makes it the

benchmarking calibration data set for comparisons with the NCD phase. Similarly,

and often in this chapter, the September/00 scan, the first good quality scan in the

D2O phase, is compared with the October/03 scan because of the similarities between

the two detector configurations. The two scans were performed without salt in the

detector, before and after the salt phase, respectively, and are referred to as D2O

scans.

The July/04 scan proceeded to ensure that the PMT and NCD systems worked

properly before the official start of the NCD phase. At this stage the NCD system

was fully operational, and the PMT system had been upgraded with new electronic

backplanes in an attempt of lowering the trigger thresholds during the NCD phase [83].

Unfortunately the quality of the data acquired during the July/04 scan was barely

satisfactory, mostly due to the poor isotropy of the LB source at that time. The

July/04 scan verified that all systems behaved as expected but was unusable to obtain

the detector optical properties.

PMT Efficiencies

The SNO PMT relative efficiencies have been extracted before the NCD commission-

ing phase to monitor the stability of the detector throughout the salt phase [82], but

have never been used directly in the analysis of neutrino and calibration data. The
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latter study suggested that the PMT efficiencies were stable in the time span of the

experiment and independent of possible aging effects of the PMT glass and reflectors.

During the NCD commissioning phase, efforts were made to extend the PMT

efficiency extraction method with the goal of using them in two different ways. First,

for the re-analysis of the D2O and salt neutrino data sets, with low energy threshold,

to improve the spatial variations of the detector response model when comparing the

MC to the data. Second, for reasons explained in Section 3.2, for the processing

of the OCA data in the NCD phase. The PMT efficiencies measured in the NCD

commissioning phase were precious information that allowed the calibration precision

to be maintained at the same level as previous phases of SNO.

Section 3.2 introduces the SNO optical model and the methods developed to ex-

tract its parameters. Section 3.3 explains how the PMT efficiencies were measured

from the comparison of the OCA data to the model. Then Section 3.4 discusses

the OCA method with input efficiencies and additional systematic uncertainties as-

sociated with them. Chapter 4 describes the NCD phase optical calibration of the

detector. More details on the OCA and PMT efficiencies can be found in [84–86].

3.2 Optical Calibration Concepts

This section reviews the quantities of the SNO optical model established in [56] for

the D2O and salt phases.
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3.2.1 Optical Model

The LB was the only source deployed in the detector for OCAs. The position of the

LB and wavelength of the laser, λ, define a run with index i. The index 0 is reserved

for runs in the center of the detector, central runs, where spherical symmetry applies.

The prompt intensity, Nij , observed for run i in PMT j is parametrized as follows:

Nij = Ni Ωij Rij Lij Tij ǫij e
−(dd

ijαd+da
ijαa+dh

ijαh) , (3.1)

where the multiplicative factors, described below, are either calculated from the de-

tector geometry or extracted from the LB data. The total number of parameters

in the model is larger than the number of multiplicative factors because each term

hides dependences on geometric variables such as angles of incidence. The model can

contain up to 500 free parameters that the LB data must constrain:

Ni Number of photons emitted by the LB in run i and detected within the ±4 ns

prompt time window of each PMT. This term is the intensity normalization for

each run and cannot be precisely measured. There is one such parameter per

run and typically between 25 and 50 runs per wavelength per scan.

Ωij Solid angle or the acceptance in run i for the PMT j. This term is calculated

based on the detector geometry.

Rij Additional geometric correction factors which describe the phototube and re-

flector angular response (also referred to as PMTR) beyond Ωij . The main

effects are the light transmission of the PMT glass material and the reflectivity

of the concentrators. This factor is parametrized as a function of the incident
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angle of light on the PMT surface, θPMT, and is extracted from the data. For

bins that are 1◦-wide, there are as much as 45 independent parameters in Rij .

Lij LB light distribution expressed as a function of angles relative to its position.

Lij ≡ Lij(θLB, φLB) is built from the product of the carriage mask and anisotropy

functions. It is extracted from the data. There can be between 52 and 438

parameters depending on the internal parameterization.

Tij Fresnel transmission coefficients for the D2O/AV/H2O interfaces. These terms

are calculated analytically, given the LB and PMT positions.

ǫij Absolute quantum efficiency in run i for the PMT j characterizing the wavelength-

dependent probability of registering a hit. In principle each physical PMT has

its own characteristic efficiency ǫj , but ǫij hides a dependence on quantities such

as θPMT. The average values ǫj are extracted in this chapter.

dd,a,h
ij Light path lengths through the D2O (d), AV (a) and H2O (h), respectively.

These distances are calculated based on the detector geometry.

αd,a,h Attenuation coefficients for the D2O (d), AV (a) and H2O (h), respectively.

These coefficients are extracted from the data. The values of αa were fixed to

the measurements reported in [56]; thus there are two parameters to measure

with the data per wavelength.

The model expectation Nij is an accurate prediction of the measured occupancy, Oij,

obtained almost directly from the number of counts relative to the known number

of laser pulses. Diffusion, reflection, and absorption are not modeled, such that

detector components (ropes, thick AV support plates, etc.) standing in the optical

path between the LB and a PMT leads to the rejection of the PMT [56, 87]. Otherwise
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the PMT is labeled as good and keeps accumulating statistics by being in a good state

in many runs.

The main goal of OCAs is to extract the water attenuation coefficients, αd,h, and

PMTR R(θPMT) for each wavelength. Subsection 3.2.2 introduces the Occupancy-

Ratio method used to analyze LB data until the NCD commissioning phase. The

method makes use of central runs to normalize all data and extract the model pa-

rameters. Subsection 3.2.3 explains how the analysis was modified to make use of a

set of measured PMT efficiencies to obtain the same parameters.

3.2.2 Occupancy-Ratio Method

The Occupancy-Ratio (OccRatio) method transforms the data to ratios of PMT oc-

cupancies such that the numerous unknown PMT efficiencies cancel. The method

strongly relies on high-statistics central runs to normalize all other runs so that the

optical parameters can be obtained relative to the center of the detector.

In the OccRatio method, the optical model quantities are re-organized as follows.

The solid angles Ωij and the transmission coefficients Tij terms of Equation (3.1)

are directly calculated from the geometry of the detector given the LB and PMT

positions. The data are corrected with factors Cij, proportional to the geometric

factors of the normalization run. The measured occupancy ratio, ORdata
ij , is:

ORdata
ij =

Oij

O0j
× Cij =

Oij

O0j

(Ω0jT0j

ΩijTij

)

, (3.2)

where i = 0 refers to the central normalization run. The model occupancy ratio is
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then:

ORmodel
ij =

Nij

N0j

× Cij =
Ni

N0

(RijLij

R0jL0j

)

e−(δdd
ijαd+δda

ijαa+δdh
ijαh) , (3.3)

where δdij = dij − d0j are the path differences in the three media. The distance dij

(d0j) is calculated from the off-center (central) run source position to the PMT j. The

comparison of Equations (3.2) and (3.3) allows one to fit the unknown parameters:

the run normalizations Ni, PMT response Rij , LB light distribution Lij , and media

attenuation coefficients αd,h. The best-fit parameters are obtained by minimizing the

χ2 differences for all runs and PMTs in a scan, with total statistics Nrun ×NPMT:

χ2 =

Nrun
∑

i

NPMT
∑

j

(ORdata
ij −ORmodel

ij )2

(∆ORij)2 + v2
ij

, (3.4)

where ∆ORij is the statistical uncertainty in the occupancy ratio due to counting

statistics and vij is an additional systematic uncertainty introduced to account for

the PMT response variability as a function of θPMT, as explained in more details in

Subsection 3.3.3.

Statistics Problems in the NCD Phase

The OccRatio method used to extract the optical constants during the D2O and salt

phases relies strongly on the quality of the normalization run but more generally on

pairs of runs. In the NCD phase, NCDs are expected to produce shadowing patterns

in front of the PMTs. About 50% of the PMTs per run should be affected by partial

shadowing, flagged as shadowed, and removed from the fit. The central run is subject

to those patterns as much as any other off-center run. This means the occupancy

ratio variable is subject to the convolution of two different shadowing patterns. This
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selection of ratios leads to an important decrease in the statistics of the fit [88]. The

extraction of the numerous optical parameters with low statistics have direct effects

on the accuracy of the fit, namely on αd,h and the PMTR at high incident angles [89].

An alternative to the OccRatio fit is needed to avoid extending the calibration time

unnecessarily or take data that would not be fully analyzed. To avoid the statistics

loss, the optical model fit needs to be performed with the PMT occupancies directly,

which means the efficiencies ǫij in Equation (3.1) are needed as input.

PMT Efficiency Estimator

The efficiencies are not fitted directly as part of the model because it would require

roughly 9,000 more parameters to be fitted independently. After the OccRatio fit

has converged though, the optical model of Equation (3.1) predicts the occupancy of

a PMT, given the conditions of a run and best-fit parameters. The residual ratio,

data/model, can be interpreted as the unknown efficiency of a given PMT and as the

estimator of the PMT efficiency:

ǫij =
Oij

Nij

∣

∣

∣

χ2
min

. (3.5)

The measurement of the PMT efficiency ǫj is obtained from the average of ǫij over

many runs. Section 3.3 explains the details of the PMT efficiency extraction method,

but first Subsection 3.2.3 introduces the alternative fit method, that is then tested in

Section 3.4 and employed in the NCD phase OCA analysis in Chapter 4.
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3.2.3 Occupancy-Efficiency Method

The alternative method is called the Occupancy-Efficiency fit, or simply the Occu-

pancy method. The method needs the efficiencies instead of central runs to scale the

normalizationsNi. This is possible if ǫij ∼ ǫj in Equation (3.1) by using the efficiencies

measured from a scan and applying them to another. The efficiency-weighted occu-

pancy Nij is then directly comparable to the occupancy Oij and the fit is performed

by minimizing the χ2 function:

χ2 =

Nrun
∑

i

NPMT
∑

j

(Oij −Nij)
2

(∆Oij)2 + v2
ij

. (3.6)

The vij term is representative of the error on the efficiency measurements as a function

of θPMT [85]. The parametrization of these errors is explained in Subsection 3.3.3.

3.3 Extraction of Relative PMT Efficiencies

The usage of the PMT efficiencies in the neutrino data processing and MC simula-

tion is a significant improvement compared to a model of the SNO detector where

the response of all 9438 PMTs is identical. In addition, the Occupancy method in

OCAs, used during the NCD phase, relies on the accurate determination of the PMT

efficiencies. This section explains the steps leading to the PMT efficiencies and their

associated uncertainties.
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3.3.1 Normalization of Raw Efficiencies

For each PMT of each run, a raw efficiency ǫij is obtained using Equation (3.5). The

following three extraction steps gather, average, and normalize the raw efficiencies

such that each PMT gets its own relative efficiency ǫj .

First, the run-average efficiencies ǭi are calculated:

ǭi =
1

N i
PMT

N i
PMT
∑

j

ǫij , (3.7)

where N i
PMT is the number of calibrated PMTs in run i. Then each raw efficiency ǫij

of each run i is divided by the latter run-average to get the PMT average efficiency,

〈ǫj〉, over all runs:

〈ǫj〉 =
1

N j
run

Nj
run

∑

i

ǫij
ǭi
, (3.8)

where N j
run is the number of runs where the PMT j was found in a good state. Finally,

these efficiencies are forced to be distributed around one, leading to the normalized

efficiency:

ǫj = 〈ǫj〉
/ 1

NPMT

NPMT
∑

j

〈ǫj〉 , (3.9)

where NPMT is the number of physical PMTs kept until the latter step. The distri-

bution of the efficiencies ǫj is a normal distribution centered around one by construc-

tion. Therefore the normalized efficiencies ǫj are referred to as relative efficiencies.

Figure 3.1 shows the distributions of the raw and final relative efficiencies where both

distributions are scaled by their maximum value. The above three steps bring the

mean at one, as wanted, but also reduce the spread of the distribution. Subsec-



3.3 Extraction of Relative PMT Efficiencies 68

Raw
Entries  224100

 / ndf 2χ  0.4952 / 248

      µ  0.032± 1.862 

   σ  0.0226± 0.2296 

scale     0.1526± 0.9006 

Efficiency (arb. units)
0 0.5 1 1.5 2 2.5 3

N
um

be
r 

of
 P

M
T

s 
/ 0

.0
1

0

0.2

0.4

0.6

0.8

1
Raw

Entries  224100

 / ndf 2χ  0.4952 / 248

      µ  0.032± 1.862 

   σ  0.0226± 0.2296 

scale     0.1526± 0.9006 

PMT Efficiencies

Normalized
Entries  6575

 / ndf 2χ  0.472 / 97

      µ  0.024± 1.001 

   σ  0.0169± 0.1129 

scale     0.204± 0.794 

Normalized
Entries  6575

 / ndf 2χ  0.472 / 97

      µ  0.024± 1.001 

   σ  0.0169± 0.1129 

scale     0.204± 0.794 

Efficiency (arb. units)
0 0.5 1 1.5 2 2.5 3

N
um

be
r 

of
 P

M
T

s 
/ 0

.0
1

0

0.2

0.4

0.6

0.8

1
Raw

Entries  224100

 / ndf 2χ  0.4952 / 248

      µ  0.032± 1.862 

   σ  0.0226± 0.2296 

scale     0.1526± 0.9006 

Figure 3.1: Raw and normalized efficiencies extracted from the October/03 data at 500
nm. Both distributions are scaled by their maximum value.

tion 3.3.3 explains how to incorporate the efficiency spread information correctly into

the Occupancy fit via the PMT variability term vij in Equation (3.6).

Following the above procedure, the efficiencies from D2O and salt scans were

extracted. Figure 3.2 shows the strong correlation and small relative differences of

the relative efficiencies obtained from the D2O scans. Approximately 65% of the 9438

PMTs could be characterized; PMTs that could not be calibrated were given a default

value ǫj = 1.0 and are not included in the figure. The comparison shows that the

PMT relative efficiencies have not changed significantly over the course of the salt

phase, corresponding to a three-year period.
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Figure 3.2: (color) Correlation and relative difference, in percent, between the Septem-
ber/00 and October/03 PMT relative efficiencies at 386 and 420 nm.

3.3.2 Statistical Uncertainties

Figure 3.3 shows the statistical uncertainties, ∆ǫj , associated with the extraction of

the efficiencies from the D2O scans. Figure 3.3a shows that the distributions are

peaked near 5.2% and 5.5% for the respective scans with small tails towards larger

uncertainties. Figure 3.3b displays the same information as a function of the PMT

z-coordinates to verify that there are no biases associated with the PMT spatial

coordinates. The two profiles have the same basic features even if they are slightly

different at low and high z values. The mean statistical uncertainty on the extracted
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Figure 3.3: Distribution of the uncertainties on the PMT efficiencies for the September/00
and October/03 scans at 420 nm. The distributions are made by requiring that the PMTs
have a valid efficiency in both scans simultaneously for comparison purposes. PMT with
less than five raw efficiencies were left out of the calculation.

relative efficiencies is of the order of 5%.

3.3.3 PMT Variability

The PMT variability is the measure of the PMT-to-PMT variations of the efficiencies.

Although its nature is mainly statistical, the variability is treated as a systematic

uncertainty on the relative efficiency measurement that only applies to OCAs through

the term v2
ij in Equations (3.4) and (3.6): vij ≡ Oij × vij(θPMT). The variability is

the efficiency spread remaining after subtracting the counting statistics uncertainty

on the occupancy as a function of the PMT incident angle θPMT:

v2
ij(θPMT) = σ2

total(θPMT) − σ2
stat(θPMT) (3.10a)

σtotal(θPMT) =
σǫ

µǫ

(3.10b)

σstat(θPMT) =
1

√

Oij

. (3.10c)
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Figure 3.4: PMT variability as a function of PMT angle of incidence, vij(θPMT), for the
September/00 and October/03 scans at 386 and 420 nm. A second order polynomial func-
tion is used to parameterize the binned functions.

Both σtotal and σstat are defined such that vij(θPMT) is relative to Oij. Here, σǫ and

µǫ are the RMS and mean values of the raw efficiency distribution in each θPMT bin,

therefore σtotal also contains a contribution from the run normalizations mainly re-

sponsible for the differences depicted in Figure 3.1. The efficiency spread σǫ generates

the dependence on θPMT.

Figure 3.4 shows that the relative PMT variability data, vij(θPMT), from the D2O

scans are well described by second order polynomials as a function of θPMT. The

results were similar for the salt phase [85]. The variability at high incident angles had

increased in October/03 compared to September/00, possibly due to the degradation

of the PMT reflectors or debris at the bottom of the AV. This additional systematic

error is of the order of 10% and properly rescales the χ2 to take into account the

spread of the overall raw efficiency distribution of Figure 3.1.
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3.3.4 Local Response Variations

The relative efficiencies of the D2O scans were extracted and plotted as a function of

the PMT coordinates to verify if there were local variations in the detector. Figure 3.5

shows the efficiencies as a function of the PMT x and z coordinates. The efficiencies

have similar profiles for both wavelengths. The x-coordinate profile has only a few

outliers up to 4%, showing stability across the x-axis. Similar stability prevails for

the y-axis. However the z-profile shows an asymmetry for both wavelengths in both

scans, leading to a 6% drop of the efficiencies in the upper hemisphere of the detector

(see [84, 86] for the comparison of all wavelengths and for equivalent figures for salt

scans). A residual Earth magnetic field could explain an up-down difference in the

efficiencies. This could happen if the magnetic fields around the SNO detector were

not totally canceled; compensating coils were installed in the SNO cavern for this

purpose [21]. Otherwise there are yet no explanations for this asymmetry.

Similarly, early analyses of the D2O and salt data with a low energy thresh-

old have shown that the energy systematic uncertainties depended on the detector

coordinates [83]. The inclusion of the PMT efficiencies and the observed z-profile

potentially fixed this situation and thus reduced the spatial dependence of the energy

systematic uncertainties.

3.4 Extraction of the Optical Model Parameters

The optical model parameters, also called optical constants, have already been ex-

tracted during the NCD commissioning phase with improvements to the PMT angular

response [87]. In this section, the main goal is to compare the Occupancy-Ratio (Oc-
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Figure 3.5: PMT relative efficiencies as a function of PMT coordinates in the detector at
386 and 420 nm extracted from the D2O scans. The points shown are mean values and the
error bars indicate the uncertainty on the mean values in each 20-cm bin.

cRatio) and Occupancy-Efficiency (Occupancy) extraction methods using the data of

the D2O scans. This serves as a verification that the input efficiencies and variabilities

can be trusted during the NCD phase.

The efficiencies and variability functions were extracted from the September/00

scan and used as inputs for both the September/00 and October/03 Occupancy fits.

The former comparison tests the self-consistency of the method and the latter its

application procedure.
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3.4.1 Results and Comparison of the Methods

The D2O and H2O attenuation coefficients as a function of wavelength and the PMT

angular responses as a function of θPMT are shown in Figures 3.6 and 3.7, respectively.

In the case of the September/00 scan, the Occupancy fit uses its own set of efficiencies

and variability to minimize the χ2 of Equation (3.6). The results from the OccRatio

and Occupancy fits agree well within the statistical uncertainties. It is the case for

all parameters shown.

In the analysis of the October/03 scan, the Occupancy method uses the efficiencies

and variability functions from the September/00 scan. The results of the Occupancy

method are compared to the OccRatio method, where the OccRatio results are shown

with total uncertainties, which include a set of systematic uncertainties. The system-

atic uncertainties included in the October/03 error bars are a subset from the list of

uncertainties explained in detail in Section A.2 of Appendix A. Their effect is larger

on the media attenuations than on the PMT angular response. The conclusion is that

the results agree within the expected total uncertainties, even after using the PMT

efficiencies that were extracted three years before!

3.4.2 Systematic Uncertainties due to PMT Efficiencies

The effect of the uncertainties associated with the extraction of the PMT efficiencies

described in Section 3.3 must be included in the systematic uncertainties of the op-

tical constants. This subsection introduces two new systematic uncertainties, that in

addition to the PMT variability, will be taken into account in Chapter 4.
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Figure 3.6: Media attenuation coefficients obtained from the September/00 and October/03
scans. Results for both the Occupancy-Ratio (OccRatio) and and Occupancy-Efficiency
(Occupancy) fits are shown. The total error bars are shown for the October/03 results
obtained with the OccRatio method, otherwise errors are statistical only.
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Figure 3.7: PMT relative angular response obtained from the September/00 and Octo-
ber/03 scans at 386 and 420 nm. Results for both the Occupancy-Ratio (OccRatio) and
and Occupancy-Efficiency (Occupancy) fits are shown. The total error bars are shown for
the October/03 results obtained with the OccRatio method, otherwise errors are statistical
only.
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Extraction Uncertainties

In Subsection 3.3.2, the mean statistical uncertainty ∆ǫj was found to be around

5%. To take into account the effect of this average spread on the optical parameters,

the efficiencies were randomly shifted using a random normal distribution N(0,0.05)

which prevents the mean efficiency of 1.0 from being shifted by a large amount. The

fit was repeated with the shifted efficiencies and differences in the optical parameters

were observed. The D2O and H2O attenuations changed by 10% at all wavelengths,

and the PMTR bins systematically shifted down by about 0.5%.

Detector Top-Down Asymmetry

In Subsection 3.3.4, the z-profile of the efficiencies clearly showed an asymmetry in

the detector. The effect of the top-down asymmetry was investigated by repeating

the Occupancy fit using two independent PMT sets, one at the bottom (z < 0 cm)

and the other at the top (z > 0 cm) and fitting for two PMTR functions. The

concentrators in the lower half of the PSUP are of lower quality vis-a-vis resistance

to aging than those in the upper half [90], but there is no evidence that this is what

caused the observed asymmetry. Although statistical fluctuations were observed, the

PMTR for the top part of the detector was found to be 2-3% lower at large incident

angles. A conservative estimate of this effect on the averaged PMTR was set to

(Rtop −Rbot)/Rave ≃ 1%.

Extrapolation to the NCD Phase

The September/00 efficiencies did not pose a problem for the analysis of the Oc-

tober/03 OCA data. However the electronics backplane replacement in the NCD



3.4 Extraction of the Optical Model Parameters 77

commissioning phase could change the patterns in the efficiencies for the NCD phase.

The potential changes in the efficiencies could be taken into account using the sim-

ulated charge spectrum in SNOMAN to predict the efficiencies due to threshold and

gain alone [91, 92]. The PMT efficiencies measured before the backplane replacement

could then be corrected to take into account the high-voltage changes and extrapo-

lated to the NCD phase with confidence without additional systematic uncertainties.

3.4.3 Summary

The relative PMT efficiencies were extracted from OCA data to improve various SNO

analyses. In neutrino data analyses, the use of the extracted efficiencies in the data

processing and MC simulations results in a more accurate response model of the

detector and reduces the spatial dependence of the energy estimators.

With respect to OCA analyses, the efficiencies measured in the NCD commission-

ing phase served as a benchmark measurement that was used throughout the NCD

phase as input to the Occupancy fit method. The comparison of the optical constants

using two D2O-phase scans demonstrated the technique could be used. The Occu-

pancy method has no major advantages for D2O- and salt-phase scans, but provides

a way to increase the fit statistics lost to shadowing effects for NCD-phase scans.

Systematic uncertainties associated with the utilization of the PMT efficiencies in

the Occupancy method were identified and evaluated from the D2O scans. The latter

were added to a group of new systematic uncertainties evaluated in the NCD phase.

Chapter 4 follows with the OCA of the SNO detector in the NCD phase.



CHAPTER 4

Optical Calibration in the NCD Phase

This chapter describes the optical calibration (OCA) techniques developed to ac-

count for the different configuration of the SNO detector in the Neutral Current

Detector (NCD) phase. The optical model parameters introduced in Chapter 3 are

extracted from the laserball calibration data collected throughout the NCD phase

using the PMT efficiencies measured during the NCD commissioning phase as a base-

line. The systematic uncertainties associated with the new OCA are defined and their

effect on the SNO position and energy estimators for the analysis of the NCD-phase

neutrino data are investigated.

4.1 Introduction

This introductory section describes the changes brought to the laserball (LB) source

deployment plan, lists the data sets selected for the extraction of the NCD-phase

optical constants, and outlines the steps of the OCA analysis.

4.1.1 Optical Calibration Method and Data Sets

A standard OCA scan consists of many runs at six different wavelengths, preceded by

high statistics PCA runs at 500 nm. This scheme was modified in the following ways

78
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to adapt to the NCD array geometry and improve the quality of the calibration.

First, a set of LB positions outside the NCD array (c.f. Figure 2.2) were added to

the scans to allow a full-half access of the detector solid angle without NCD shadowing

effects [93]. These runs are called horizontal runs because they were in the zLB = 0

plane. Second, the positions inside the NCD array were optimized to reduce the

number of shadowed PMTs [88]. Finally, the duration of strategic runs such as central

and horizontal runs was doubled compared to previous phases. The above changes

are referred to as the base changes to the OCA scan plan.

Table 4.1 lists the principal scans that were performed during the NCD phase. A

more extensive list of scans is available in [94]. In addition to the base changes, as

indicated in Table 4.1, selected scans were adjusted for various purposes. For instance,

the February/06 scan was extended and performed with a finer positioning grid to

improve the measurement of the NCD positions (see Section 4.3).

The new data selection rules reduce the statistics significantly in the NCD phase,

as will be explained in Section 4.5. Overall, the typical number of data points (good

PMTs, left after all cuts are applied) per wavelength is about 65% smaller than in

previous phases. However, the quality and quantity of the optical data collected in the

NCD phase improved due to the above OCA modifications. Despite the new geometry

and acceptance, the level of statistics per run in the raw data is approximately the

same as in previous phases.

4.1.2 Overview of the Analysis

The rest of this chapter describes the analysis steps towards the extraction of the

NCD-phase optical constants: starting with the base steps that were defined in previ-
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Scan Julian Date Characteristics Goal

October 2003 10515 Last non-NCD scan Reference for optical constants
July 2004 10783 First NCD scan Discover new features

October 2004 10874 New laserball Almost uniform sampling
February 2005 11014 Optimized positions Minimize shadowing effects
May 2005 11092 Regular scan Stability check
October 2005 11250 Light water scan Light water attenuation
February 2006 11372 Horizontal scan Improve NCD position fits
June 2006 11486 Trigger efficiency Measure trigger efficiency
August 2006 11562 Last optics scan Stability check

Table 4.1: Summary of the full optical scans taken during the NCD phase. The SNO Julian
date, defined as the number of days which have passed since January 1st 1975, indicates the
last day of a scan. The characteristics and goal columns refer to special features of a scan.

ous phases and leading to the new steps proper to the NCD phase. The basic design

of the analysis kept the format in which previous calibrations were performed. Opti-

cal effects that alter the light intensity measured by the PMTs were either removed

or accounted for to ensure an unbiased measurement of the optical properties of the

detector. Specifically, new effects such as NCD partial shadowing and reflections were

removed and corrected for, respectively.

Section 4.2 explains how the LB positions are obtained from the calibrated PMT

hit times. Section 4.3 introduces the NCD position extraction method that uses

the spatial shadowing patterns between the LB and PMT positions. Section 4.4

describes how the knowledge of the LB and NCD positions are combined to remove

partially shadowed PMTs from the clean data set, and correct for the weak effect of

NCD reflections. Finally, Section 4.5 gives the results of the optical constants and

Section 4.6 describes the estimation of the effect of the systematic uncertainties on

the SNO event vertex and energy fitters.
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4.2 Laserball Source Positions

There are many physical quantities in the optical model of Equation (3.1) that depend

directly on the accurate determination of the LB positions. In the NCD phase, the

LB positions are, in addition, important to determine the shadowing patterns due

to NCDs at the PMTs. Therefore the accuracy with which the LB positions are

determined is critical to OCAs. However, the method established for the D2O and

salt phases was not upgraded significantly for the NCD phase. The main goal was

to ensure the PMT charges and times behaved in the same way despite the potential

effects of shadows and reflections. Hence this subsection explains briefly how the LB

positions are obtained and gives an estimation of the total position uncertainty. More

details can be found in [56, 81, 95].

4.2.1 PMT Times

The PCA [96] determined the offsets and central times t0, the discriminator walk

corrections, and flagged bad time spectra associated with some PMT channels. For

each PMT j, the counts as a function of time formed a distribution centered on the

mean time µj
t with a width σj

t . The mean and width were found from a timing

histogram, built from 32 0.25-ns-wide bins, by maximizing the counts in a sliding

±4 ns window. The mean µj
t was used as the time variable for PMT j; the error on

the mean σj
µt

= σj
t/
√

32 was used as the error.
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4.2.2 Source Position Fit

The LB position i was found by minimizing the χ2 sum of all time residuals:

χ2 =

N i
PMT
∑

j

(

µj
t − tjflight

)2

(σj
µt)2

, (4.1)

where tjflight is the expected time-of-flight for PMT j, and N i
PMT is the number of

PMTs with valid times in run i. To improve the accuracy, tjflight was calculated with

a full path calculation through the D2O/AV/H2O boundaries assuming the AV and

PSUP coordinate systems were concentric. The recorded manipulator position served

as the initial guess for the fit which made the algorithm converge quickly.

Within a given run, the N i
PMT values of µj

t and σj
t were used for quality control.

The time width (σt) mean value and spread, defined respectively as µσt
and σrun, were

calculated and PMTs with σj
t > 3σrun were removed. Depending on the position,

this cut removed up to 5% of the PMTs in a run. Other cuts removed PMTs with

extremely low or high occupancies. MC studies revealed that the above new checks

on PMT times and occupancies, although improving the confidence in the position

fits, have not made significant differences in the fitter performance [97].

4.2.3 Uncertainties

The average statistical fit uncertainty on the optical center of the LB was below

1 cm. An additional systematic uncertainty of 2 cm was assigned based on the ob-

served differences between the manipulator and fitted positions. Efforts to understand

these differences with PCA corrections [98] and PCA-less fits [95] did not reduce that
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systematic uncertainty. Therefore the average total uncertainty assigned to the LB

position was estimated to be ∆rLB = 2 cm. This is an important uncertainty at the

base of the evaluation of many other systematic uncertainties.

4.3 Extraction of the NCD Positions

Section 2.1.3 described how the NCDs were attached at the bottom of the AV, floating

in D2O, but stabilized at the top by the electronic cables. In this section, the NCD

positions are extracted from the OCA data for two reasons. The main reason is for

general calibration purposes: the NCD positions must be known. This is especially

important for OCAs in which shadowing patterns are identified using the NCD po-

sitions. The second reason is for monitoring. Calibrations that involve moving the

source and ropes, or water circulation, could potentially displace the NCDs. There-

fore it is desirable to extract the positions of the NCDs on a scan-by-scan basis and

update the geometry whenever a shift is observed.

There are two methods to measure the NCD coordinates. One method used a

laser system during the NCD commissioning phase to locate the top of the coun-

ters [99]. The precision of that method verified that the NCDs were close to their

target positions. The other method, the optics method, used the shadowing patterns

in the PMT data, and is explained in this section. Although more precise on average,

this method relies strongly on the precision of the measured LB coordinates, which

propagates directly into the NCD position uncertainties. Despite the dependence on

the LB positions, the optics method is the primary approach employed to determine

the NCD positions since it reduces the uncertainties by averaging them with multiple

measurements. More details on the optics method can be found in [97, 100].
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4.3.1 Method of Relative Occupancy Mapping

In a given run, the number of detected photons depends on the factors in Equa-

tion (3.1). In the NCD phase, the NCD array stood between the LB and many PMTs

and introduced additional effects that were not modeled. The goal of mapping the

relative occupancy is to isolate the latter effects as a function of the detector coor-

dinates to find the NCD positions, assuming the NCDs were the only cause of the

observed effect.

Geometry of the Low Occupancy Region

The low occupancy region is a surface containing the average relative PMT occu-

pancies, projected in the xy-plane, concentrated around the expected position of a

NCD. The surface is a 2D histogram with limits corresponding to the detector x and

y coordinates and adjustable bin sizes. The limits were set to ±15 cm around a given

default NCD position.

The bin size was selected to describe the resolution in the detector (x, y) coordi-

nates accurately. The strategy adopted was to choose the bin size to correspond to

the resolution inhibited by the uncertainty on the LB positions, the main systematic

uncertainty, so that the latter was propagated in the method automatically.

Let δr be the hypotenuse size of the bins. The average value of δr was evaluated

using a set of MC-generated LB positions and by calculating, with the geometry

code, the various distances between the relevant objects (LB, NCD, PMT) for each

LB position. The average distances d(LB → NCD) and d(NCD → PMT) were found

to be 360 cm and 880 cm, respectively. To simulate the LB-position uncertainty of

2 cm, the LB positions were shifted, while the NCD and PMT positions were kept
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fixed, such that the lines open with angle tan θ = 2 cm/d(LB → PMT). The distance

of interest is the shift at the NCD position, which was evaluated using tan θ and the

average NCD-PMT distance:

δr = tan θ × d(NCD → PMT) =
2 cm

(880 + 360) cm
× 880 cm ≃ 1.5 cm . (4.2)

Thus, the square bin diagonal length can be as long as 1.5 cm corresponding approx-

imately to a length of 1 cm on each side of the bin. Therefore, in the following, it

was assumed that setting the bin side length to 1 cm takes into account the average

2 cm uncertainty on the LB positions.

Figure 4.1 shows how the relative occupancies are filled into the region where a

NCD is likely to be found. For each selected PMT in a given run, the LB and PMT

positions were used to calculate the optical paths through the D2O, AV, and H2O.

The direction of the vector in the D2O, or the photon trace, was projected into the

low occupancy surface such that each bin of the surface along the vector was weighted

by the relative occupancy of the corresponding PMT. Figure 4.1b shows how the low

occupancy region shapes from the input of many LB positions.

Selection of Photon Traces

The shadowed PMTs were selected with restrictions. The base cut removed unwanted

optical effects described in Chapter 3 and multiple-shadowing, leaving only ’clear’

NCD shadows in the PMT data. The selected PMTs were kept to calculate the run

average occupancy, which is the mean number of hits per PMT in a run, to normalize

the PMT counts such that all runs could be compared in the same units. After

normalization, average PMTs had occupancies close to one, and the PMTs that were
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(a) Single run. (b) Many runs.

Figure 4.1: (color) Mechanics of the relative occupancy mapping method. The smaller
red points represent the LB source while the orange circles depict the PMTs. Relative
occupancies weight the photon traces between the source and the PMTs. Repeating the
process with many runs reveals a region of low occupancy within the predefined surface.
The refraction at the D2O-AV-H2O interfaces was taken into account but not shown for
clarity.

shadowed had occupancies that were significantly lower. Normalized occupancies in

the range [0.01-20] from runs with at least 20 PMTs were selected to construct the

low occupancy region.

Minimization Function

Each bin of the surface contained the average of all normalized occupancies. The

surface was inverted and then scanned to find a peak of low occupancy. The peak

was well-described by a 2D normal distribution [101]:

f(x, y) =
N

2πσxσy
exp

{

−
(x− µx

σx

)2}

exp
{

−
(y − µy

σy

)2}

+ C , (4.3)

where N is a normalization factor, µi the NCD coordinates, σi the standard deviation

for each coordinate, and C an offset. The offset C was initialized as the inverse of the



4.3 Extraction of the NCD Positions 87

mean occupancy, usually a number close to one, and ensured that the fitter found a

peak of low occupancy relative to that baseline. The fit was achieved by TMinuit [102]

to find the six parameters that minimized the difference between f(x, y) and the

inverse occupancy map. The six parameters were extracted simultaneously, but only

the NCD coordinates (µx, µy), with their uncertainties were kept for further analysis.

4.3.2 Results

As indicated in Table 4.1, the February/06 scan was optimized for the extraction of

the NCD positions. The results from that scan and the average from all scans are

given below.

Central Positions

The central position corresponds to the case where the projected surface was built

from all z values with the surface itself being at z = 0. Figure 4.2 shows the low

occupancy regions in the xy-plane for NCDs M4 and M1, with the coordinate results

and confidence levels (CL) extracted from the February/06 data. The NCD-Average

positions, given in Table 4.2, correspond to the NCD-phase average fit and the size

is the physical radius of the NCDs (2.579 cm). For these particular counters, the

99% CL contours obtained from the February/06 scan cover the physical size of the

NCDs. The uncertainties were much smaller after all scans were used to calculate the

weighted average, as shown in Table 4.2. A typical coordinate uncertainty on x and

y was 0.5 cm.

Some NCD coordinates and uncertainties could be affected by the integration in z

because of their length of approximately 10 m. The fit was repeated with k subsets of
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(b) NCD 38/M1.

Figure 4.2: Selected M-series NCD positions fitted from the February/06 scan data. The
relative intensity data are averaged over all z-values. The confidence level (CL) contours are
representative of the total position uncertainty in the xy-plane at z = 0 cm. The average
positions are taken from Table 4.2.

integrated z-ranges to verify if the sub-coordinates, µx(zk) and µy(zk), were consistent

with the z-integrated values. The angle of the NCDs with respect to the z-axis of the

detector, called tilt, was extracted from the relative alignment of the sub-positions.

Tilts

The deviations θx and θy were extracted by dividing each NCD in three sub-sections

[100]. To optimize the statistics in each sub-section their range in z was set asymmet-

rically: the bottom section went from the anchor, zmin, to z = −100 cm, the central

section from z = −100 cm to z = +100 cm, and the top section from z = +100 cm

to the readout cable, zmax.

The coordinates µx(zk) and µy(zk) were obtained independently and then plotted

against zk. Figure 4.3 shows the results for NCDs M1 and M4. The uncertainties

were extracted from the 99% CL contours to account for the possible correlations and
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Figure 4.3: Selected M-series NCD tilts fitted from the February/06 scan. The uncertainties
in the coordinates are extracted from the 99% CL contours. The NCD radius size is centered
on the average positions from Table 4.2.

NCD size effects. A straight line fit was performed to obtain the slope (tilt) and the

position at z = 0 cm. The anchor points of each NCD were obtained by extrapolating

the line z = zmin. The slope parameters are given in radians. Translating them into

tilts in degrees gave values that were smaller than one degree. There were no NCD

tilts larger than one degree found using this method. In addition the uncertainties

were larger than one degree, hence no tilts were observed. Table 4.2 also contains the

tilts θx and θy extracted from the February/06 scan.
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NCD µavg
x µavg

y θx θy

00 N4 +46.63 ± 0.38 +47.53 ± 0.29 −0.24 −0.16
01 M8 +49.09 ± 0.27 +149.46 ± 0.49 −0.06 +0.03
02 K8 +47.92 ± 0.37 +246.41 ± 0.82 +0.16 −0.55
03 I7 +48.92 ± 0.49 +338.27 ± 0.43 +0.11 −0.28
04 J8 +149.32 ± 0.50 +247.72 ± 0.61 −0.14 +0.12
05 L2 +147.84 ± 0.41 +147.09 ± 0.45 −0.16 −0.23
06 J7 +247.25 ± 0.53 +146.76 ± 0.50 −0.11 −0.26
07 M7 +149.13 ± 0.61 +47.78 ± 0.22 +0.07 −0.05
08 K7 +244.30 ± 1.13 +47.64 ± 0.23 −0.35 −0.04
09 I8 +337.50 ± 0.88 +44.40 ± 0.33 −0.01 −0.06

10 I6 +335.41 ± 0.71 −52.32 ± 0.35 −0.27 −0.06
11 K6 +246.62 ± 0.72 −51.87 ± 0.35 −0.18 −0.01
12 M6 +149.65 ± 0.52 −48.62 ± 0.22 +0.04 +0.01
13 J6 +244.52 ± 0.55 −150.14 ± 0.45 −0.26 +0.09
14 N3 +43.79 ± 0.34 −48.41 ± 0.28 −0.16 +0.14
15 L3 +143.20 ± 0.40 −147.66 ± 0.43 −0.25 +0.15
16 J5 +143.75 ± 0.42 −248.55 ± 0.54 −0.16 +0.15
17 M5 +45.89 ± 0.27 −150.54 ± 0.57 +0.11 −0.14
18 K5 +45.08 ± 0.22 −249.00 ± 0.87 −0.14 −0.01
19 I5 +43.68 ± 0.35 −335.15 ± 1.15 +0.16 +0.37

20 I3 −53.70 ± 0.37 −334.52 ± 0.91 −0.01 +0.44
21 K4 −53.00 ± 0.33 −245.24 ± 1.02 +0.11 +0.51
22 M4 −52.96 ± 0.26 −149.82 ± 0.49 −0.04 +0.06
23 J4 −154.66 ± 0.45 −247.50 ± 0.61 +0.20 +0.05
24 L4 −149.99 ± 0.45 −146.14 ± 0.51 +0.38 +0.27
25 N2 −51.41 ± 0.38 −48.06 ± 0.28 +0.26 +0.09
26 J3 −248.94 ± 0.79 −145.20 ± 0.43 +0.43 +0.24
27 M3 −153.95 ± 0.57 −50.02 ± 0.22 −0.10 −0.05
28 K3 −250.86 ± 0.78 −46.79 ± 0.25 +0.25 +0.07
29 I4 −340.60 ± 0.08 −47.23 ± 0.48 +0.67 −0.14

30 I2 −339.54 ± 0.79 +50.48 ± 0.36 +0.26 −0.01
31 K2 −250.15 ± 1.02 +51.88 ± 0.31 +0.16 +0.04
32 J2 −248.92 ± 0.63 +150.19 ± 0.47 +0.14 −0.18
33 M2 −155.22 ± 0.63 +48.98 ± 0.21 −0.17 +0.02
34 L1 −149.37 ± 0.42 +146.76 ± 0.38 +0.21 −0.17
35 J1 −151.83 ± 0.51 +247.22 ± 0.58 +0.19 −0.20
36 I1 −50.48 ± 0.45 +339.42 ± 0.42 −0.17 −0.07
37 K1 −51.69 ± 0.31 +247.46 ± 0.59 +0.05 −0.41
38 M1 −49.96 ± 0.08 +151.33 ± 0.57 +0.05 +0.06
39 N1 −51.13 ± 0.34 +52.72 ± 0.30 +0.05 +0.13

Table 4.2: Average NCD positions in the xy-plane for all scans. Units are cm and relative
to the PMT coordinates. The average uncertainty on each coordinate is about 0.5 cm. The
tilts, given in degrees, were extracted from the February/06 data only and are all consistent
with zero. Refer to Figure 2.2a.
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Time Dependences

The NCD positions and tilts were examined as a function of time in [100]. No sig-

nificant time dependence of either the coordinates, uncertainties, or tilts were found.

Therefore the NCD-phase average positions were extracted by performing a weighted

average over all the scans.

4.3.3 Average NCD Positions

The weighted average results of the NCD coordinates are given in Table 4.2. These

positions were used in the SNO geometry to simulate neutrino and calibration data

in the NCD phase [65, 100]. The tilts, extracted with good precision from the Febru-

ary/06 scan only, were all consistent with zero hence the NCDs were assumed to be

parallel to the z-axis.

The NCD positions have been measured using the OCA data taken for most

NCD-scans although they were not always optimized for this measurement. The

NCD positions were updated on a scan-by-scan basis to remove the shadowed PMTs

from each scan consistently. This increased the efficiency to remove the NCD shadows

as explained in Section 4.4. It then led to data sets that had little attenuations caused

by the absorption of photons on the NCDs.

4.4 NCD Shadows and Reflections

Knowing both the LB and NCD positions and their associated uncertainties, the ef-

fects of the NCDs in the PMT occupancy data were either removed or corrected for

from the clean OCA data sets. This section describes how the NCD shadows and re-
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flections were accounted for in the OCA analysis, leading to an unbiased measurement

of the optical constants.

4.4.1 NCD Shadows

The NCD shadows can be corrected for with good accuracy for a point source emitting

Č light [103]. In the case of distributed sources such as the LB, the accuracy of the

correction varies with the position uncertainty and knowledge of the source light

distribution. Therefore the NCD shadows were removed from the OCA PMT data

rather than being corrected for.

The NCD shadow cut is purely geometrical. In addition to the positions and

physical sizes of the LB, NCD, and PMT, the cut also depends on a parameter called

the tolerance, ∆L, which controls the acceptance of the cut.

Shadow Tolerance Parameter

The tolerance adds a radial distance to the physical radius of the NCDs to account

for partial shadowing and position uncertainties. The value of ∆L cannot be lower

than 2.579 cm, the physical radius of the NCDs. The evaluation of the tolerance is

necessary because of the uncertainties in the LB and NCD positions. The distribution

of the NCD radial uncertainties, ∆r =
√

∆µ2
x + ∆µ2

y, where ∆µx and ∆µy are the

NCD coordinate uncertainties, similar to those in Table 4.2, was obtained on a scan-

by-scan basis. Typical distributions of ∆r gave a mean of 2.2 cm and a spread of

0.3 cm [97, 100]. Thus, to take into account that some NCD position fits are worse

than others, the spread was used to define a confidence level for the shadowed regions

that allowed all 40 counters to be treated consistently. For typical scans, at the 3σ
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level (99% CL),

∆L = ∆r + 3σ∆r + ∆rLB (4.4a)

= 2.2 + 3 × 0.3 + 2 = 5.1 cm . (4.4b)

An average tolerance value of ∆L ∼ 5 cm across all scans tagged and eliminated

shadowed PMTs with high accuracy.

Geometrical Cut

Figure 4.4 shows how the NCD shadow cut works and the resulting pattern of the

tolerance parameter. This geometrical cut flags PMTs associated with the paths

crossing the regions in a radius ∆L centered on the fitted NCD positions. All NCDs

are checked for every run. A PMT is flagged if at least one NCD fulfills the shadow

requirement.

Figure 4.4b shows the results of applying the shadow cut for two tolerance values.

The fraction of PMTs removed when the LB is at the center corresponds to 55% and

71%, for ∆L = 2.579 and 5 cm, respectively. When the LB was outside the NCD

array, the numbers changed to 37% and 41%. The cut removed more PMTs within the

NCD array because of the overlap between the shadow patterns. The overlap of the

cut from two runs affects the statistics drastically [84]. For example, the cut removed

81% of PMTs from the overlap of the two previous LB positions with ∆L = 5 cm.

This is the effect that motivated the use of the Occupancy-Efficiency method over

the Occupancy-Ratio method (as discussed in Section 3.2.2).
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(a) Identification of shadowed PMTs. (b) Shadowed PMTs.

Figure 4.4: (color) Effect and pattern of the NCD shadow cut. (a) The geometry is used to
identify shadowed PMTs. The tolerance defines a cylinder of radius ∆L with axis parallel
to the detector z-axis around the NCDs. (b) Polar projection map of the PSUP showing
the result of applying the cut with the LB at the center of the detector. Different shades of
color show the cumulative effect of the cuts obtained with tolerance ∆L of 2.579 cm (red)
and 5 cm (red and blue).

4.4.2 NCD Reflections

After the NCD shadows were removed, all that was left to affect PMT occupancies

were the reflections off the NCD surfaces. The NCD reflections (NCDRs) account for

a small fraction of the PMT counts thus they must in principle also be removed to

ensure an unbiased measurement of the media attenuations. Considering the effect is

small, there are two reasons why a correction was applied on the PMT data rather

than using a cut. First, due to the diffuse nature of the NCDRs, the calculation

of the reflection paths from the LB to the NCDs and then to the PMTs becomes

impractical. Second, the LB was often near the NCDs and a cut would have flagged

almost all PMTs for some runs. Therefore, a correction was used instead to preserve
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Figure 4.5: Quantities involved in the PMT occupancy correction due to NCD reflections.

a good level of statistics in the fit.

The technique consists in evaluating the acceptance probability, wij, of photons

leaving the source i, reflecting on all NCDs, and hitting a PMT j within the analysis

time window. The details of the calculation of wij can be found in Subsection A.1.2

of Appendix A.

NCD Reflectivity

The probability wij depends on the NCD reflectivity [70],

R(λ) = −0.01387 + 4.5357 × 10−4 λ− 2.3154 × 10−7 λ2 , (4.5)

where λ is the wavelength in nm, plotted in Figure 4.5a. Note that the parameters in

the reflectivity function have unknown errors. However independent measurements

have shown that the spread in the reflectivity data is about 1.5% [104]. Figure 4.5b

shows the distribution of wij for the central runs of many scans. The distributions

look alike because wij depends strongly on the geometry. The resulting reflection
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probabilities are low, ranging from 0.5% to 1.5%, mainly due to the narrow time

window (±4 ns) of the OCA analysis.

Correction of PMT Occupancies

The probability wij was then used to correct the observed occupancy Oraw
ij by adding

a term to the occupancy correction formula that already corrects for multi photo-

electron (MPE) effects. The corrected occupancy, µij, was obtained numerically from

the NCD-phase occupancy correction formula described in detail in Section A.1 of

Appendix A:

Oraw
ij = 1 + (µijwij − 1) × e−µij . (4.6)

For a typical value of Oraw
ij = 0.03, the MPE correction alone (wij = 0) results in an

increases of the occupancy by 1.53%, to 0.03046. For the same value of Oraw
ij , and

using wij = 0.005, the combined correction results in a value of 0.03031, a 1.03%

increase. In general the overall correction applied to most PMT occupancies was of

the order of 1-2%.

4.4.3 Changes in the NCD Phase

The optical effects due to the presence of the NCDs in the detector are unwanted

in the OCA data sets. The NCD partial shadows were removed using the fitted LB

and NCD positions and a tolerance parameter. The cut is purely geometrical and

removed the shadowed PMTs from the data with a high confidence level.

The NCD reflections are irreducible because of their diffuse nature. The PMT

occupancies were corrected to take into account a small contamination in the signal

time window.
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After the corrections of these effects the size of the OCA data set was signifi-

cantly smaller but ready for a clean measurement of the optical model parameters.

Section 4.5 presents the measurements of the model parameters in the NCD phase.

4.5 Optical Parameters for the NCD Phase

This section presents the optical constants for the NCD phase, obtained with the

PMT efficiencies measured in the NCD commissioning phase and applying them with

the Occupancy fit method to the scans of Table 4.1. The total errors given with the

measured parameters include the contribution of systematic uncertainties, detailed in

Section A.2 of Appendix A.

4.5.1 Data Set and Selection

Five scans were selected from Table 4.1: October/04, February/05, May/05, Febru-

ary/06, and August/06. There were known problems with the October/05 and

June/06 scans, which made those data difficult to analyze. The five selected scans

however cover the whole time range of the NCD phase and allowed for the monitoring

of the time dependence of the optical constants. For comparisons, there was only one

full scan in the D2O phase [56], and five scans in the salt phase [105].

Run and PMT Selection

In rare cases, runs were rejected from the run lists when the occupancy data were

corrupted, path calculations failed, source position fit was incompatible with the

manipulator position, or when there were known issues with the laser system at the
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moment the data were taken.

Otherwise, the processed data were selected using two classes of cuts: the first

class is based on the geometry and light paths, and the second is an implicit χ2 cut.

Figure 4.4b showed the NCD shadow geometrical cut for a central run. To this figure

should be added the convolution of the other cuts, such as kevlar ropes, belly plates,

neck AV, and NCD anchors at the bottom of the AV. These cuts are referred to as

geometrical cuts. For a central run, these cuts remove roughly 70% of the PMTs, the

largest fraction being due to the NCD shadows. The χ2 cut is different and performed

at run-time while the fitter minimized the χ2.

Statistics

Table 4.3 details the statistics before and after the selection cuts. The statistics in

’Passed’ are obtained after applying the most restrictive χ2-cut of χ2 < 25. The

fraction of the PMTs that passed all cuts is about 25% in the NCD phase, compared

to 65% in the commissioning phase. The largest contribution for this drop in the

statistics came from the NCD shadows removal, and as a consequence, the number

of PMTs removed by the χ2-cuts is lower in proportion.

4.5.2 Results

The main figure of merit is the χ2 of Equation (3.6) returned by Levenberg-Marquardt

minimizer [106]. Typical reduced χ2 values were of the order of [1-1.2] for the number

of degrees of freedom in Table 4.3 divided by six minus the > 150 fitted parameters.

A χ2-pull analysis [97] showed no evidence of correlations between extreme χ2-values

and paths, flags, or occupancy corrections.



4.5 Optical Parameters for the NCD Phase 99

Scan Total Geometrical Cuts χ2 Cuts Passed

Commissioning 1,787,076 424,186 (24%) 213,713 (12%) 1,149,177 (64%)

October 2004 2,071,577 1,431,480 (69%) 129,086 (6%) 508,522 (25%)
February 2005 2,132,269 1,483,886 (70%) 131,575 (6%) 516,808 (24%)
May 2005 2,187,092 1,503,878 (69%) 134,903 (6%) 548,311 (25%)
February 2006 1,909,550 1,333,379 (70%) 123,739 (6%) 452,432 (24%)
August 2006 2,646,727 1,758,174 (66%) 146,121 (6%) 742,432 (28%)

Table 4.3: Statistics, in number of PMTs, available for the extraction of the optical con-
stants throughout the NCD phase. The maximum number of PMTs per run is roughly
9,000. The numbers are integrated over the six wavelengths of the laser for a given scan.
The χ2 cut also includes a fraction of the PMTs without measured efficiencies. Note that
the NCDs were not in the detector for the commissioning phase scan.

Media Extinctions

The terminology here is the same as in Chapter 3, where attenuations, attenuation

coefficients, and inverse attenuation lengths refer to the same physical quantity. The

media attenuation coefficients in Equation (3.1) in SNO are total extinctions com-

posed mainly of the pure media attenuation part. A small fraction of the photons

experience forward Rayleigh scattering and are not detected by the PMTs within the

time window. Therefore the pure attenuation lengths were obtained by subtracting a

given fraction of the theoretical Rayleigh scattering lengths from the measured total

extinction lengths (see Section A.3 of Appendix A).

Figure 4.6 shows the D2O and H2O attenuations as a function of wavelength.

Figure 4.6a shows that on average the D2O attenuations are consistent but slightly

lower than the values measured in October/03 during the commissioning phase. For

reasons that are explained in Section A.2, the errors on the attenuations are larger

on a scan-by-scan basis due to the new NCD systematic errors. Similar conclusions
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apply to the H2O attenuations in Figure 4.6b. For most wavelengths, the attenua-

tions extracted in the NCD phase were consistent with the values measured in the

commissioning phase, within the uncertainties. Tables A.4 and A.5 of Appendix A

give the numerical values of the extracted attenuations with total uncertainties for

all the scans and wavelengths.

PMT Angular Response

Figure 4.7 shows the PMT relative angular response for the six wavelengths. The

smoothed curves are interpolation points drawn between the NCD commissioning and

NCD-phase average response functions. The response measured in the NCD phase

was lower than it was in the NCD commissioning phase. Considering the error bars

the values at low angles were consistent, but the response at large angles between 20◦

and 40◦ was about 4% lower. The most likely physical explanation is the degradation

of the PMT reflectors [107] that converts specular into diffuse reflections making the

concentration of light onto the photocathode less efficient.

Laserball Distribution and Mask Function

The LB intensity is modeled as a spherical source with intensity distributed in bins of

(cos θLB,φLB) weighted by a function that describes the shadowing due to the source

carriage and stainless steel body that depends on cos θLB only. It accounts for the

largest number of parameters in the model. There are currently two parameteriza-

tions, discussed and compared in [108]; the simplest was used in the NCD phase,

which assumed that the LB isotropy was uniform.

Figure 4.8a shows the LB distribution as a function of the direction (cos θLB,φLB).
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Figure 4.6: Media inverse total extinction lengths as a function of wavelength in the NCD
phase. Some points are shifted to see the error bars.
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(d) 420 nm.
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Figure 4.7: PMT relative angular response in the NCD phase. The commissioning phase
and NCD-phase average response functions are shown for comparison. Each response bin
is one degree-wide. Note that the scale is different for each wavelength.
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Figure 4.8: Laserball relative intensity distribution and mask function in the NCD phase
at 420 nm. (a) Extracted at 620 nm. (b) Extracted at 420 nm from the selected scans and
compared to the commissioning phase function.

The relative half-amplitude is about 2.5% with almost no dependence on cos θLB. The

statistical uncertainties in the 24 cos θLB amplitudes of the LB model was about 5%

on average [108].

Figure 4.8b shows the LB mask function as a function of cos θLB extracted at

420 nm from the selected scans. The commissioning-phase mask function is shown

to demonstrate the improvement of the uniformity of the LB used during the NCD

phase. These results all show a slight decrease of the intensity in the upper part of the

detector compared to the bottom, confirming the shadowing effects from the source

carriage apparatus. In general the isotropy of the LB was much better in the NCD

phase compared to what it was in the commissioning phase since the LB diffuser was

physically replaced by a new one at the beginning of the NCD phase.

Time Dependences

Fortunately, the frequent LB scans tracked the time dependences of the media atten-

uations and PMTR. Figure 4.9 shows the time dependence of the αd,h measurements.
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Figure 4.9: Media inverse total extinction lengths as a function of time at 420 nm.

In each case, a linear function was fitted to the results obtained in the period between

October/04 and August/06, spanning the entire NCD phase. The slopes, character-

izing the drifts of the attenuation lengths, were consistent with zero when the errors

were taken into account. This was observed for all wavelengths in both media. There-

fore the NCD-phase average values are representative of the whole NCD phase.

Similar checks were carried out for the PMT response. Although a 2-3% trend was

observed, the drifts were not significant given the uncertainties in each response bin.

Similar to the attenuation lengths, the average PMT response was used for the entire

NCD phase. Other parameters of the OCA model are not required to be checked

because their effect on the physics is negligible.

4.6 Uncertainties due to Optics

The processing of events and production of MC simulations were accomplished by

SNOMAN with the help of four input optics files: PMT efficiencies, media attenu-

ation lengths, PMT angular response, and NCD positions. Sections A.3 and A.4 of
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Appendix A give the technical details of how some of these files are built at the end

of the OCA chain.

In this section, the systematic uncertainties associated with the optical constants

are briefly summarized in Subsection 4.6.1. From the latter, the systematic errors

induced by the PMT efficiencies and NCDRs are propagated to the general event

vertex position fitter, FTN [103], and energy estimator, RSP [58, 109]. The method

is similar to the estimation of the OCA systematic errors, where distributions were

compared with and without a given systematic shift to evaluate its impact. The

systematic effects were introduced by loading separate systematically-shifted files into

SNOMAN, and the comparison was made by comparing the results generated with

the official files used throughout the NCD phase.

4.6.1 Systematic Uncertainties of the Optical Constants

The 16 systematic uncertainties affecting the optical parameters in the OCA anal-

ysis are described in detail in Section A.2 of Appendix A. The list of systematic

uncertainties and their quantitative effects on the media attenuations and PMTR are

summarized in Table 4.4. One of the conclusions of this chapter is that the system-

atic uncertainties of the new optical effects introduced with the NCDs mainly impact

the precision of the D2O attenuation coefficients. The dominating components came

mainly from the PMT efficiencies (i = 12) and NCDR probability (i = 16). The next

subsections concentrate on the latter two systematic errors, and how they can affect

solar neutrino analyses via position and energy reconstruction.
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i Systematic Error Parameters affected (limit)

1 Radial position scale αd (≤ 10%), αh (≤ 20%)
2 Radial position shift αd (≤ 15%), αh (≤ 25%)
3 Radial position smear αd (≤ 5%), αh (≤ 5%)
4 Source z-position αh (≤ 2.5%)
5 Source x-position Negligible
6 Source size αh (∼ 8%)

7 LB amplitude Negligible
8 LB uniformity Negligible
9 PMT variability αd (∼ 1%), PMTR (≤ 1%)
10 χ2 cut (4σ) αd (∼ 2%), αh (∼ 1%)
11 χ2 cut (3σ) αd (∼ 2%), αh (∼ 1%)

12 PMT efficiencies αd (≤ 6%), PMTR (≤ 1%)
13 Response asymmetry PMTR (≤ 1%)

14 Tolerance parameter αd (≤ 1%)
15 NCD reflectivity αd (≤ 1%)
16 Reflection probability αd (∼ 5%)

Table 4.4: Summary of the systematic uncertainties on the media attenuations and PMT
relative angular response in the NCD phase.

4.6.2 Effects on Vertex Reconstruction

The FTN fitter is an upgraded version of FTU [110] for the NCD phase. FTN relied

on a time-residual probability density function, determined with MC, to reconstruct

the position of an event. For each event, FTN took into account the NCD shadowing

patterns using the detector geometry and assigned weights to the individual PMTs

that registered light. Although shifts in the positions of the NCDs had a negligible

effect on the positions reconstructed by FTN [97], a change in the PMT patterns

themselves, from the variations of the PMT efficiencies and NCD reflections, could

affect the reconstructed vertex and event direction.
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Figure 4.10 shows the FTN resolution of the x-coordinate obtained with MC

mono-energetic electrons generated at 5 and 8 MeV uniformly in the AV and in

randomly distributed directions. The resolution function, R(x), contains a normal

distribution centered on the expected value of the coordinate, and exponential tails

with a contribution controlled with the αe parameter:

R(x) =
1 − αe√

2πσ
exp

{

−1

2

(x− µ

σ

)2}

+
αe

2τ
exp

{−|x− µ|
τ

}

. (4.7)

The parameters obtained from the shifted distributions were found to be consistent

with the nominal parameters, generated with the standard optics settings. The esti-

mated bias for individual vertex coordinates, due to the optics, was less than 0.1 cm,

negligible compared to FTN’s own resolution of 15-20 cm [103]. Hence the two un-

certainties studied and all uncertainties from OCAs were neglected in the vertex

reconstruction and angular resolution of FTN in the NCD phase.

4.6.3 Effects on Energy Estimation

The RSP energy estimator was also modified for the NCD phase to take into account

the NCD shadowing and reflection effects. Correction factors as a function of the

position and direction of an event in the detector, derived from MC, were applied so

that events could be assigned an energy slightly higher (lower) if shadowing (reflec-

tions) occurred. The RSP energy scale and data tables were generated with the set

of optical constants shown in Section 4.5 for the NCD phase.

The shifted optics banks were used to reconstruct the energy of MC mono-energetic

electrons with RSP expecting the nominal optics settings. RSP had been configured
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(b) Effect of NCD reflections at 8 MeV.
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(c) Effect of PMT efficiencies at 5 MeV.
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(d) Effect of PMT efficiencies at 8 MeV.

Figure 4.10: Effect of the new optics systematic errors on vertex reconstruction. The
mono-energetic electrons are generated at 5 and 8 MeV, using an isotropic distribution in
the AV volume.

to match the nominal constants such that estimating the optics effects this way made

RSP and OCA inconsistent. Thus large shifts were expected. Figure 4.11 shows

the RSP distribution of reconstructed electron kinetic energies as obtained from MC

mono-energetic electrons. The mean energy and energy resolution obtained from the

shifted distributions are consistent with the nominal distributions. The differences

were of the order of 1.5% for the mean energy, and 1.8% for the resolution. Although

these differences were large, it was expected that if RSP and the shifted optics were

consistent these energy shifts would be much smaller [111]. Hence the effects of the
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(a) Effect of NCD reflections at 5 MeV.
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(b) Effect of NCD reflections at 8 MeV.
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(c) Effect of PMT efficiencies at 5 MeV.
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(d) Effect of PMT efficiencies at 8 MeV.

Figure 4.11: Effect of the new optics systematic errors on energy scale and resolution
obtained with RSP with MC electrons. The mono-energetic electrons are generated at 5
and 8 MeV, using an isotropic distribution in the AV volume.

new optics uncertainties on RSP were evaluated to be less than 1% on both energy

scale and resolution. The whole set of OCA systematic errors had an overall effect of

about 1%, comparable to previous phases of SNO [56].

4.7 Conclusion on Optical Calibration

Chapters 3 and 4 described the refinements and adaptations of the OCA analyses

that were necessary to achieve comparable precision as in the D2O and salt phases of
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SNO. The work towards the NCD phase led to the understanding of the new detector

response asymmetries that were then applied in the reprocessing of the SNO data

and MC [35], and the work during the NCD phase provided calibration constants

that were used directly in the first NCD-phase analysis [27].

In particular, the extraction of the PMT efficiencies allowed for a more realis-

tic simulation of the detector response, but also contributed, with the Occupancy

method, to keep the level of statistics in the OCA data sets to an acceptable level.

The PMT statistics in the NCD phase decreased by a factor of 50% per scan mainly

because of the uncertainties in the LB and NCD positions that constrained the NCD

shadow to a large tolerance value. Combined with the effect of new NCD systematic

effects, the errors in the media attenuations and PMTR increased compared to the

previous phases, on a scan-by-scan basis. However, given the number of good scans

and detector stability throughout the NCD phase, the overall uncertainties were de-

creased by calculating the weighted averages of the main optical parameters.

The media attenuations were stable across the NCD phase which eliminated the

need to use a drift function, as in the salt phase [30]. The PMT angular response

decreased by about 4% on average at large angles throughout the NCD phase. Other

parameters of the model such as the isotropy of the LB source were stable. The PMT

efficiencies could not be monitored in the NCD phase. An additional calibration set

after the NCD phase (and the removal of the NCDs) would have provided an excellent

check of their stability, but unfortunately it was not possible given the constraints of

the SNO experiment schedule [112].

Finally, the changes brought to the OCA analysis for the NCD phase resulted in

specific systematic uncertainties. The effects of the NCD shadows and reflections,
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and the PMT input efficiencies were added in quadrature to the pre-NCD systematic

errors that had been already studied. The systematic uncertainties dominated the

total uncertainty on the media attenuations, and contributed to a 1.5% error on

the PMTR measurements. Among the new effects, the NCD reflectivity and input

efficiencies were the ones that affected the optical parameters the most. The latter

were studied further by inducing shifts on the input constants to the FTN and RSP

fitters, responsible to provide the vertex position and event energy for each event

in the NCD phase. The shifted reconstructed distributions of MC electrons did not

show, in general, large shifts when compared to the nominal distributions. The NCD

systematic errors on the optical constants did not affect the position and energy

estimators by more than their inherent resolution.

The next chapters resume the main discussion of investigating the low energy neu-

trinos in SNO towards a precise measurement of the solar neutrino survival probabil-

ities and oscillation parameters. Particularly relevant to OCAs, the signal extraction

procedure introduced in Chapter 5 exploits the MC simulation improvements and

neutrino event observables in a pattern recognition algorithm.



CHAPTER 5

Extraction of the SNO Signals

The signal extraction (SigEx) procedure is the most important step of the data

analysis chain leading to the solar neutrino flux measurements. The physics arising

from the CC, ES and NC reactions of Equations (1.17) is extracted through a statis-

tical separation technique that requires prior knowledge of the signal distributions as

a function of a set of observables. This chapter explains the formalism of the SigEx

procedure, lists the inputs, and presents the results of the solar neutrino fluxes mea-

sured at a low energy analysis threshold of 3.5 MeV with the data of the first two

phases of SNO.

5.1 The Low Energy Threshold Analysis

The low energy threshold analysis (LETA) is the latest analysis of the SNO data sets

with a lowered observed energy threshold of T 0
eff = 3.5 MeV. The main motivation

for the LETA is the inclusion of signal events that were unused in previous SNO

publications, leading to an improvement of the sensitivity to low energy ν’s. Figure 5.1

supports the latter two aspects of the motivation by showing the energy distributions

of the CC, ES and NC signals. Figure 5.1a shows the expected signal shapes with

respect to the observed kinetic energy, Teff , obtained from the MC simulation of SNO.

112
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Also shown is an analysis threshold of 5.5 MeV. The fraction of events within the

range Teff ∈ [3.5, 5.5] MeV corresponds to approximately 20%, 35%, 45%, and 25% of

the total integral for CC, ES, NC in the D2O, and NC in the salt phase, respectively.

Figure 5.1b shows the signal shapes or the effective response in neutrino energy space,

Eν , for CC and ES events. The sensitivity to ν’s is enhanced in the range between 4

and 12 MeV, mainly due to CC events, and is maximal near Eν = 9.5 MeV.

In addition, the D2O and salt phases are combined such that the two different

detector configurations are taken into account in the simultaneous measurement of

the total NC flux and CC and ES spectra. Therefore the gain in statistics is significant

in the LETA. The challenge of lowering the energy threshold is a careful analysis of all

sources of background events (BGs) that can potentially misrepresent signal events.

This section presents the main features of the LETA that was carried out by many

SNO collaborators including the author. The technical details of the analysis can be

found in [35, 80, 83, 113, 114].

5.1.1 Observables and Combined Analysis

The richness of SNO has one unavoidable downside: individual events cannot be

tagged to be of type CC, ES, NC, or BGs. Therefore the main goal of SigEx is to

assign probabilities to all events based on their observables and expected signature in

order to perform a statistical separation of each class of event. The observables were

carefully chosen to optimize the discriminating power between the signal events and

BGs that are simultaneously extracted from the clean neutrino data. This subsection

describes the observables that were used in the present and past analyses of the SNO

data.
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(b) Signal shapes as a function of neutrino energy Eν .

Figure 5.1: Expected SNO signal shapes due to solar neutrinos in the low energy threshold
analysis. (a) The maximum of each shape is set to one. A previous threshold of 5.5 MeV
from the salt phase is shown [30]. (b) CC and ES distributions in Eν-space with the relative
statistical improvements due to a lower threshold. The ES curve is scaled with respect to
CC as a consequence of the differences between the reaction cross-sections.
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Energy: Teff

The most important quantity is the effective electron kinetic energy, Teff , recon-

structed for each event based on the number of hit PMTs. In the LETA, the D2O-

and salt-phase events were assigned an energy with the estimator FTK [83] instead of

RSP [58] (c.f. Chapter 4). FTK makes use of the scattered and reflected light which

results in an improvement of the resolution in Teff by approximately 5%.

The energy shape of each signal class can be constrained or unconstrained in

SigEx. In both cases the relative fluxes for NC, CC, and ES reactions are extracted.

A constrained analysis assumes a fixed energy shape, as derived from MC, and only

allows the normalization to vary. Oppositely, an unconstrained analysis is performed

by letting the relative amplitudes of the pre-determined bins of Teff vary. In the fol-

lowing, the NC energy shape is constrained because the detector response to neutrons

is well known and does not depend on the electron neutrino survival probability. On

the other hand, the CC and ES spectra are unconstrained, allowing the effect of the

survival probability to be extracted from the possible spectral distortions with respect

to the unoscillated energy shapes.

Radius: ρ

In the LETA, the D2O- and salt-phase events were assigned a position in the detector

with FTP [115] instead of FTU/FTN [103, 110] (c.f. Chapter 4). The FTP algorithm

obtains the coordinates and direction of the events from the PMT positions and times.

Vertex and direction reconstruction is imperative to calculate the three remaining

observables: radial position, isotropy and direction with respect to the Sun.

The approximate spherical symmetry of the detector allows one to transform the



5.1 The Low Energy Threshold Analysis 116

position (x, y, z) of each event into the radial position r, normalized by the radius of

the AV and volume weighted: ρ ≡ (r/600.5)3. The radius observable is important in

the separation of events that occured in the D2O (ρ < 1) as opposed to those that

occured in the H2O (ρ > 1) that are mainly backgrounds.

Isotropy: β14

The isotropy of an event is evaluated using the distribution of hit PMTs from the

event position. The definition used in this analysis is

β14 ≡ β1 + 4β4 (5.1a)

βl =
2

n(n− 1)

n−1
∑

i=1

n
∑

j=i+1

Pl(cos ϑij) , (5.1b)

where n is the number of hit PMTs, Pl are the Legendre polynomials, and ϑij is

the angle between the PMTs i and j from the vertex. The isotropy mainly aids to

separate NC and CC events in the salt phase [30], and was also used in the D2O phase

for consistency in the combined analysis.

Event Direction: cos θ⊙

The direction of an event with respect to the Sun is calculated from the relative

positions of the Sun and event within the detector. The angle with respect to the

Sun-detector axis is θ⊙ and the observable is cos θ⊙ ∈ [−1, 1]. It mainly separates

ES events from other classes of events because of their strong angular dependence

with the direction of the incoming ν’s. Backgrounds were assumed to have a uniform

distribution in cos θ⊙.
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Combining Data Sets

The consistency in the assignment of the observables in both the D2O and salt phases

allowed for the extraction of the neutrino fluxes from both sets simultaneously. Each

phase has its own set of MC-determined shapes of the observable distributions for

signals and BGs, embedding the condition of operations and time dependence of

the detector response into the analysis. Each probability density function (PDF)

contributes to the common extraction of the solar neutrino flux as a function of Teff .

As a consequence of this construction, the individual NC, CC, and ES fluxes, that

are measured in two different detector configurations, are constrained to agree with

each other.

5.1.2 Treatment of Backgrounds

Backgrounds represent a significant fraction of the events in the data at low Teff and

for ρ & 1. For each source of BG, the neutron- and electron-like events are treated as

a unique type because the nuclear decays from which they originate result from the

same decay chains. The BGs are categorized as additional classes of events, and thus

MC-determined shapes in all observables are needed to discriminate them from the

neutrino signals. In cases where BGs and signals have almost identical shapes, their

scale are constrained from independent ex situ measurements (c.f. Table 2.3) to limit

their reach over neutrino physics signals. Furthermore, the BGs are duplicated for

each phase, since the detector configurations and conditions of operation were differ-

ent. Hence the simultaneous extraction of signals and BGs automatically propagates

all sources of uncertainties associated with BGs in the LETA.
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5.1.3 Treatment of Systematic Uncertainties

The improvements mentioned in Chapter 3 contributed to make the detector simula-

tion more accurate, which led to a better assignment of the systematic uncertainties

that are most of the time derived from the comparison of calibration and simulation

data. In the LETA, most systematic errors evaluated from those comparisons have a

central value and a spread from which they are propagated into the SigEx procedure

through either the method of virtual shifts or by allowing their central values to be

constrained by the neutrino data itself.

Systematic Uncertainties as Floating Parameters

The dominant systematic uncertainties, associated with Teff and β14, are integrated in

SigEx such that their value can vary (or float) within a pre-determined allowed range.

As most systematic errors were determined with calibration sources, the main advan-

tage of allowing them to vary is the verification of their central value with neutrino

data: the best value of each systematic is chosen by the data. Because this technique

is computationally intensive, only the dominant systematic errors have floating pa-

rameters in the extraction. Similar to BGs, floating the dominant systematic errors

together with the signals and BGs propagate their effects to the fractions of fitted

neutrino events. For example, the energy scale and resolution are allowed to shift

to modify the analysis acceptance to low energy BG events near the threshold T 0
eff .

Since a range of scale and resolution are tried by the minimizer simultaneously, these

energy systematic errors and their correlations with all observables are automatically

propagated into the fractions of fitted neutrino events.
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5.2 Likelihood Fit

The statistical separation of the signal and BG classes was performed with an extended

log-likelihood function, where the extended part of the fit takes into account the

Poisson variation of the total number of events extracted [101]. This section describes

the formalism and the specific configuration of the SigEx procedure used with the SNO

data.

5.2.1 Formalism

The general form of an unbinned extended log-likelihood is:

logL
(

ν, ~θ
)

= −ν +
n

∑

i=1

log
[

νf
(

~xi; ~θ
)]

, (5.2)

where n is the total number of events in the data, ν the fitted total number of events,

~xi the observable values for event i, ~θ the fitted parameters, and f
(

~xi; ~θ
)

the PDF of

event i to have observable values ~xi, given a model with parameters ~θ.

For practical reasons, a binned negative log-likelihood function was used such that

it could be integrated with standard minimizing algorithms. The function, for a single

SNO phase, when fitting for m unconstrained CC and ES Teff bins (indexed with k),

constrained NC and BG shapes, using penalty terms for BG yields, is:

− logL(~ν) =
1

2

∑

j∈{BG}

(νj − 〈nj〉
σj

)2

+
∑

j∈{CC,ES}

m
∑

k=1

νjk +
∑

j∈{NC,BG}

νj (5.3)

−
n

∑

i=1

log
{

∑

j∈{CC,ES}

m
∑

k=1

νjkf(~xi|j, k) +
∑

j∈{NC,BG}

νjf(~xi|j)
}

,
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where νj (νjk) is the fitted number of events for class j (in the energy bin k) and 〈nj〉

is the expected or measured number of BG events with uncertainty σj . The first term

in Equation (5.3) penalizes the BGs. The conditional PDFs, f(~xi|j, k) and f(~xi|j),

are built from MC events that encompass the full SNO detector response.

The combined nature of the LETA fit introduces constraints on the D2O and salt

fluxes; the signals νj and νjk are uniquely determined. The function of Equation (5.3)

was modified such that fractions, α, relative to the undistorted MC shapes, were

fitted instead of absolute number of events. The undistorted shape corresponds to

the prediction of the solar standard model (SSM). Therefore the fitted fractions are

relative to the number of events, n, that would be generated in SNO according to the

SSM. For BGs the definition of the SSM is replaced by the expected number of events

given by ex situ measurements whenever it is possible. In addition, some systematic

uncertainties, ~ξ, that are allowed to float with the rest of the parameters are applied

to the number of events such that n→ n(~ξ). Thus the detailed likelihood function is:

− logL =
∑

l∈{D2O,Salt}

(

∑

j∈{CC,ES}

[

〈njl(~ξ)〉
m

∑

k=1

P (k|j, l, ~ξ)αjk

]

+
∑

j∈{NC,l BG}

〈njl(~ξ)〉αj +
1

2

∑

j∈{l BG}

(〈njl(~ξ)〉 − 〈njl(0)〉
σjl

)2

−
N

∑

i=1

ni log
{

∑

j∈{CC,ES}

[

m
∑

k=1

δ(Teff i ∈ k)〈njl(~ξ)〉αjkf(Teff i|j, l, ~ξ)f(cos θ⊙i, ρi, β14i|k, j, l, ~ξ)
]

+
∑

j∈{NC,l BG}

〈njl(~ξ)〉αjf(Teff i, ρi, β14i|j, l, ~ξ)f(cos θ⊙i|j, l, ~ξ)
}

)

, (5.4)

with variables defined below:
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〈njl〉 Expected number of events for class j in phase l.

~ξ Systematic uncertainty parameters.

P (k|j, l) Probability of event of class type j in phase l to have an energy falling

in energy bin k.

αj(k) Fitted fraction of events for class j and in energy bin k when applicable.

σjl Constraint on the measured number of events for BG j in phase l.

N Number of bins in observable space.

ni Number of events in bin i of observable space.

δ(Teff i ∈ k) Dirac delta function for energy mapping in bin k.

f(...) Multidimensional conditional probability density function.

The fraction of events αj(k) for signal classes j have common parameters for both

phases, constraining them by default to the same value. The fraction of events αj for

BG classes have independent values in the two phases l.

5.2.2 Configuration

The complexity of the likelihood function of Equation (5.4) requires many safety

checks and a configuration that ensures the neutrino fluxes are extracted without

bias. This subsection mentions the data selection, corrections, observable ranges,

systematic uncertainties, PDF construction method, and gives the results of ensemble

tests performed to verify that the method can extract the neutrino fluxes accurately.
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Data Selection and Corrections

The neutrino data were selected by a committee of experts who built a run list based

on the detector condition and quality of the data taken in various runs during each

respective phase of SNO. The selected data were then filtered with an extensive set of

instrumental cuts to remove events that are not physics candidates. Then a second

set of criteria removed additional events based on a secondary set of observables, such

as PMT charges, fraction of PMTs within a given time window, and fiducial volume.

The latter are called high level cuts (HLCs). The selection in Teff , β14, cos θ⊙, and ρ is

part of the HLCs. A complete list and description of the cuts applied to the combined

D2O+salt data set with Teff ≥ 3.5 MeV and r ≤ 550 cm can be found in [83, 114].

The most important ones that apply to the SigEx observables are summarized in

Table 5.1. These cuts reduce the amount of data from millions to approximately

100k events in the LETA.

The MC and real data were corrected to account for known simulation or detector

problems [114]. Namely, the MC NC events were corrected for radiative corrections

that were not incorporated in the default cross-section model. More importantly,

the z-coordinates were shifted due to differences in the geometries, and the D2O

phase energies Teff were corrected for a known energy response drift using the date of

the events. Finally, an energy correction [113] was also applied to account for non-

uniformity in the energy response as a function of position in the detector. The MC

and data were directly processed by the fit after the selection criteria and corrections

were applied.
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Observable Limits and Fit Parameters

Table 5.1 gives the binning and selection ranges of the four observables. The con-

strained energy TC
eff (NC and BGs) is finely binned at low energy to accommodate

the binned likelihood function with the steep rising slope with decreasing energy of

the number of events due to BGs. Otherwise 0.5-MeV bins are defined up to 12 MeV

to ensure enough MC statistics are available in each bin of the constructed PDFs.

The last bin covers the range between 12 and 20 MeV due to the smallness of the

expected number of events above 12 MeV. As the table indicates there is only one fit

parameter per constrained spectrum for NC and BGs.

The unconstrained energy TU
eff (CC and ES spectra) is binned in a similar manner.

The main difference is that the number of fit parameters allows the spectra to be

distorted with the independent determination of 14 amplitudes. The variable bin

widths were chosen to optimize the CC and ES event statistics in each bin. The

ranges and binning of the remaining three observables is also given in Table 5.1.

Values of 0 identify observables that discriminate each class via their shape.

The fit parameters thus correspond to the amplitudes of the NC, CC, ES, and BG

classes as a function of Teff . This parameterization allows for the total neutrino flux

to be extracted from the NC event fraction, and the effect of the survival probability

to be deduced from the distortions of the CC and ES spectral bins with respect to

the SSM prediction. In addition, the hypothesis of matter effects in the Earth are

investigated by dividing the CC and ES events into day (D) and night (N) spectra

using the time stamp of the events as recorded by the DAQ.

Table 5.2 lists all the fit parameters, separately in terms of event fractions, BGs

and systematic uncertainties. The binning in Teff from Table 5.1 sets the number of
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Observable i Limits N i
bins PDF Range N i

fit Fit Range

TC
eff [3.5, 20] 21

0.25 [3.5, 5]
1 [3.5, 20]0.5 [5, 12]

(Constrained) 8.0 [12, 20]

TU
eff [3.5, 20] 21

0.25 [3.5, 5]

14

0.5 [3.5, 9]
0.5 [5, 12] 1.0 [9, 10]
8.0 [12, 20] 2.0 [10, 12]

(Unconstrained) 8.0 [12, 20]

β14 [−0.12, 0.95] 15 0.0713̄ 0 –

cos θ⊙ [−1, 1] 8 0.25 0 –

ρ [0, 0.77025] 5 0.15405 0 –

Table 5.1: Binning and analysis range of the various observables. The units of Teff are all
MeVs. The value of N i

bins gives the number of bins in the PDFs and the second value N i
fit

is the number bins that are allowed to vary in the fit. See text for details.

neutrino event fractions extracted from the data. The day and night time separation

effectively doubles the number of CC and ES parameters. The NC flux, BG yields

and systematic errors are extracted from the entire data set weighted by the average

(A) SNO livetime.

The most important BGs, from the sources explained in Chapter 2, are duplicated

in each phase and in each region of the ρ parameter (D2O or internal, AV, and H2O

or external). For example the Bi events are distinct in the D2O and salt phases, and

have distinct shapes in all observables depending on their origin (D2O, H2O or AV),

hence 6 constrained amplitudes are extracted in the fit. The PMTβ
γ background was

determined analytically from the data [114]; its PDF parameterization can be found

in Appendix B. Its scale is allowed to vary in the fit, but four of the five parameters

that describe the shape are also defined as systematic parameters. In total there are

17 BG parameters in the fit.
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Event fractions Backgrounds Systematic errors

CC-D 14 Bi 6 Teff scale 3
CC-N 14 Tl 6 Teff resolution 3
ES-D 14 AV n 2 β14 scale 3

ES-N 14 PMTβ
γ 2 PMTβ

γ 8

NC-A 1 Salt 24Na 1

Nobs = 57 Nbgs = 17 Nsys = 17

Npar = 91

Table 5.2: Parameters in the signal extraction procedure. The fraction of events are
tagged for day (D), night (N), and average (A). For day-night fits the number of CC and
ES observables double, but all other parameters are common and correspond to the average.
Typically the BGs have one parameter in each phase plus one parameter per medium: D2O,
AV, and H2O. Similarly the systematic uncertainties have one parameter per phase, and
either one additional correlated parameter or a duplicated parameter to account for the
distinct signatures of electrons and neutrons. See Appendix B for details.

The systematic uncertainties that vary in the fit are the energy scale, resolution,

β14 scale, and analytic parameters of the PMTβ
γ background model. The energy scale

is divided into phases and has an additional common parameter coming from the

calibration source model uncertainties [58]. The energy resolution is also split into

phases and a distinction is made for the electron and neutron resolution in the salt

phase. The isotropy β14 is split into electrons and D2O-phase neutrons, and salt-

phase neutrons. There is an energy-dependence of β14 that is also taken into account.

Finally the D2O- and salt-phase PMTβ
γ background shapes contribute with 8 more

parameters, where most of them have stringent constraints [114]. In total there are

17 systematic parameters in the fit. The complete list of parameters in the SigEx fit

is given in Table B.1 of Appendix B.
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PDF Factorization

The expression of the likelihood function in Equation (5.4) implicitly showed the

parametrization of the PDFs in the LETA [80, 113]. In an optimal analysis, the

PDFs would be built from multiple 3D histograms with narrow bins filled with high

MC statistics to ensure the correlations between all the observables are fully taken

into account. The reality is somewhat different, especially for BGs, where the PDFs

are limited by the efficiency of the MC generators. Therefore the statistics only allow

one to build partially correlated PDFs.

For CC and ES, the unconstrained nature of the spectra allows for the construction

of 3D PDFs in each Teff bin k: f(cos θ⊙, ρ, β14|k, j, l). The correlations between β14,

ρ, and cos θ⊙ are therefore fully taken into account in each independent bin of Teff

for each phase l. For NC and BGs, the constrained spectra and the expected weak

correlation between cos θ⊙ and other observables allows one to factorize the PDFs:

f(Teff , ρ, β14|k, j, l)×f(cos θ⊙|k, j, l). Subsection 5.2.3 shows that the fit results should

not be affected by the above factorization of NC, CC, ES, and BG PDFs.

5.2.3 Verification of the Extraction Method

Several codes can perform signal extraction within the SNO Collaboration [61, 80, 81,

83, 113, 116]. The package used in this thesis was implemented recently by Pierre-Luc

Drouin [117] at Carleton University to allow more flexibility in the treatment of

systematic uncertainties in the binned likelihood fit. The C++ package is called

QSigEx-2 for Signal Extraction, second version. The minimizer within is TMinuit

from ROOT [102], the object-oriented version of MINUIT [118] that can handle a

large number of parameters. The following demonstrates that the QSigEx-2 code
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is reliable at extracting the event fractions that were pre-determined in fake data

ensembles.

Ensembles, Biases and Pulls

Ensembles were made from the SNO MC events to mimic the real data as much as

possible. The events were randomly separated using their simulated unique identifi-

cation number (GTID). The procedure to make the data sets was to divide all MC

data in two, keeping the first half to make the fake data sets and the second half to

build the PDFs. The equivalent of 500 SSM samples were generated for CC, ES and

NC events. Hence the number of fake data sets was high. One SSM corresponded to

approximately 6262 (8755), 780 (1093), and 909 (3369) events for CC, ES, and NC

in the D2O (salt) phase, respectively, after all analysis cuts were applied. However,

when BG classes were included, the maximum number of fake sets was dominated

by the limited statistics of the BGs which consequently limited the number of full

samples to only 15 [114].

Each of the 15 fake data sets was fitted with the function of Equation (5.4).

The bias and pull, defined in Equations (5.5), were calculated for each parameter θ

obtained from the fit:

Bias =
N(θ) − E(θ)

E(θ)
(5.5a)

Pull =
N(θ) − E(θ)

σ(θ)
(5.5b)

whereN(θ) and E(θ) are the extracted and true input values of θ, and σ(θ) is the fitted

statistical uncertainty on θ. The performance of the fitter could then be evaluated
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based on the mean biases and pulls of all fake data sets. The bias is the fractional

difference between the fitted and expected values, while the pull is the significance of

the shift in terms of the fit uncertainty. After a large number of ensembles are fitted,

the distribution of the biases should be centered around zero and the distribution of

pulls should be normal N(0,1), if the extraction method is unbiased. Therefore the

biases test the accuracy in recovering the central values and the pulls check both the

fitted mean and uncertainty. Although the 15 fake data sets do not constitute a large

number it was enough to judge if the fit is stable and returns the expected quantities.

Similar studies were also performed on signal-only fits with a large number of fake

data sets and ensured the robustness of the SigEx procedure.

Figure 5.2 shows the biases and pulls obtained from the 74 signal and BG param-

eters. The CC and ES spectra, and NC flux, are all unbiased when the error bars are

considered, with the exception of the first low-energy CC-D and ES-D bins, some ES

high-energy bins and some BG signals. The pull spreads show that the fit statistical

errors are well-behaved, except in some rare cases of BG signals where the constraints

influence the evaluation of the uncertainties. Hence the setup of the code, the defini-

tion of the observables, and PDF factorization do not pose significant problems and

are suited for the extraction of the solar neutrino fluxes. Section 5.3 follows with the

result of the extraction from the real LETA data.

5.3 Results

This section contains the fit results of the total NC flux as well as the CC and

ES spectra for the Teff bins defined in Table 5.1. The results are given with total

uncertainties, after combining the statistical and systematic parts in quadrature. The
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respect to the prediction of the BS05(OP) SSM of 5.69 (1.00± 0.16)× 106 cm−2 s−1:

ΦLETA
NC = 5.18 ± 0.17 (stat) ± 0.12 (syst) × 106 cm−2 s−1 . (5.6)

Hence the result is compatible with the SSM prediction. The total uncertainty on the

NC flux is about 4% which is the most precise determination of the NC flux to date.

The combined D2O+salt LETA fit has led to a decrease of the uncertainty by 50%

compared to the previous phase-by-phase extraction with higher energy threshold

that had uncertainties of the order of 8% [27, 30].

5.3.2 CC and ES Spectra

Figure 5.3 shows the day/night CC and ES fractions relative to the SSM prediction.

The CC results are shown with total uncertainty bands and the ES results with points

and total error bars. The NC flux result is also shown on the right for comparison.

The fractions αk
CC are almost constant past 4.5 MeV. The fractions αk

ES do not

show this feature but given the large errors they are compatible with a constant

value. Assuming the relative rate was constant across all bins, fits were performed to

obtain the average fraction for the CC and ES signals to determine the total fluxes.

The CC and ES day (night) average fractions relative to the BS05(OP) SSM were

determined to be 0.293±0.009 (0.313±0.009) and 0.557±0.057 (0.472±0.048). The

corresponding fluxes are:

ΦLETA
CC−D = 1.665 ± 0.051 ± 0.013 ΦLETA

CC−N = 1.780 ± 0.046 ± 0.013 (5.7a)

ΦLETA
ES−D = 3.170 ± 0.322 ± 0.054 ΦLETA

ES−N = 2.685 ± 0.274 ± 0.045 , (5.7b)
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where the first component is statistical and the second is systematic, in units of

106 cm−2 s−1. The day and night results are compatible within the total 1σ bounds.

Hence there is no evidence of day/night asymmetries in the data.

The unconstrained CC and ES energy spectra are consistent with the previous

SNO results for Teff > 5.5 MeV. The CC spectra are determined with an average total

uncertainty of 5%. The additional low energy bins are obtained with good precision,

except in the first bin, Teff ∈ [3.5, 4.0] MeV, where BGs dominate over the signals.

The large total uncertainty at low energy does not indicate spectral distortion.

Figure 5.4 shows the correlations extracted from the covariance matrix at the

best-fit point in parameter space. The correlations are induced by the SigEx fit and

are inherent to the statistical method. These correlations are used in the following

chapters when calculating correlated errors with respect to the SNO rates.

5.3.3 Background and Systematic Parameters

Figure 5.5 shows the fit results for each BG class and systematic uncertainty parame-

ter fitted in SigEx. The parameters all have different scales therefore they are plotted

relative to their input values. The bands represent the default values with the con-

straints, or the penalty term in the likelihood function. The fitted BG fractions are

within the original constraints, except the Bi events from the AV in the salt phase

(salt bi av bulk). It is nevertheless expected to have at least one fitted parameter

∼ 2σ away from its expected value.

The fit results of the dominating systematic uncertainties are also shown in Fig-

ure 5.5. All systematic errors are within their predefined range, except a slight shift of

the scale of β14 for electrons and D2O-phase neutrons (b14Scale0eD2On u). The size
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Figure 5.3: (color) Result of the signal extraction procedure. The fraction of events as a
function of reconstructed energy Teff relative to the BS05(OP) prediction are shown with
total uncertainties. The orientations are day (D), night (N) and average (A). The NC
average rate is indicated on the right for comparison. Also on the right, the average fractions
are indicated for each signal; they were obtained using zeroth order fits of the CC and ES
spectra.

of the error bars show that the data can indeed constrain the systematic uncertainties

and refine the likelihood space near the minimum. The method in QSigEx-2 finds

the best value by scanning the systematic parameters until the best-fit is reached.

To obtain the effect of these systematic uncertainties on the fluxes, the differences

between the fluxes or spectral bins were calculated using the systematic parameters

that give a likelihood shift of 0.5.
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Figure 5.4: (color) Correlation coefficients between the SNO signals. The coefficients were
calculated after the systematic parameters were adjusted to their best-fit values.

Additional Systematic Uncertainties

The effect of other systematic uncertainties were determined with the virtual shift

method, also called the shift-and-refit method. While performing the shifts, the

floating systematic parameters were fixed to their best-fit values and only the event

fractions and BGs were fitted again. In total the effect of 53 systematic uncertainties

were evaluated using this technique, including angular resolution, detector axis offsets,

vertex coordinate resolution and offsets, model of the 24Na BG, energy-dependent

fiducial volume, sacrifice, photo-disintegration rates, neutron capture efficiency, Leslie

events, atmospheric ν’s, a variety of smaller neutron BGs, and finally the linearity of

the observables [80, 113, 114]. These systematic effects affect all rates simultaneously



5.3 Results 134

Constraints

FittedBackgrounds Systematics

d2
o_

av
_n

eu
tr

on
s

d2
o_

bi
_d

2o
d2

o_
tl_

d2
o

d2
o_

bi
_a

v_
bu

lk
d2

o_
tl_

av
_b

ul
k

d2
o_

bi
_h

2o
d2

o_
tl_

h2
o

sa
lt_

av
_n

eu
tr

on
s

sa
lt_

bi
_d

2o
sa

lt_
tl_

d2
o

sa
lt_

24
na

sa
lt_

bi
_a

v_
bu

lk
sa

lt_
tl_

av
_b

ul
k

sa
lt_

bi
_h

2o
sa

lt_
tl_

h2
o

d2
o_

pm
t

sa
lt_

pm
t

es
ca

le
_u

d2
o_

es
ca

le
_u

sa
lt_

es
ca

le
_u

d2
o_

er
es

sa
lt_

er
es

_e
sa

lt_
er

es
_n

b1
4s

ca
le

0e
D

2O
n_

u
b1

4s
ca

le
0S

al
tn

b1
4s

ca
le

1
d2

o_
pm

t_
ep

si
lo

n_
m

sa
lt_

pm
t_

ep
si

lo
n_

m
d2

o_
pm

t_
om

eg
a0

_m
sa

lt_
pm

t_
om

eg
a0

_m
d2

o_
pm

t_
nu

_m
sa

lt_
pm

t_
nu

_m
d2

o_
pm

t_
b_

m
sa

lt_
pm

t_
b_

m

R
el

at
iv

e 
V

al
ue

-4

-2

0

2

4

6

8

10

Figure 5.5: Background and systematic uncertainty fitted parameters, relative to their
central value. The original constraints are given by the size of the bands and the fit results
with the points and errors. There were no constraints if the error bands cover the full range.
The error bars of the energy scale and β14 systematic parameters are very small and cannot
be seen on this scale. The parameter nomenclature is explained in Appendix B.

and thus they define an array of spectral derivatives that are all correlated with each

other. However, because the floating systematic uncertainties and BGs are extracted

simultaneously with the event fractions, these partial derivatives do not dominate the

total uncertainties of the results. The common effect of the additional systematic

uncertainties on the NC flux is estimated to be of the order of 1%.

5.3.4 Summary, but not the End

The low energy threshold analysis is an improvement over previous SNO analyses

through the better assessment of the systematic uncertainties, backgrounds, and gain

in statistics by performing a combined-phase fit with a lower energy threshold. The
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result of the SigEx fit on the combined D2O+salt data set, at an energy threshold

of 3.5 MeV, is the most precise and interesting result of SNO to date. The results

obtained with the QSigex-2 code confirm and will supersede previous published re-

sults [35, 80, 113]. One notices that the statistical uncertainties dominate with the

simultaneous extraction of BGs. Hopefully the ultimate combination of the LETA

with the final NCD phase data [36] will improve the determination of the NC flux

and SNO day/night spectra in the near future with the addition of statistics in the

fit.

The analysis chain continues with the experimental confirmation of the theory

of neutrino oscillation and interpretation of the LETA results in terms of survival

probabilities and oscillation parameters. In Chapter 6, the solar survival probability

of νe’s is extracted. Then, in Chapter 7, the experimental rates are tested against

phenomenological models that can predict with high accuracy the value of the sur-

vival probability, mainly through the matter-enhanced neutrino oscillation hypothesis.

Chapters 6 and 7 are the core of this dissertation and reflect the main contributions

of the author to the forthcoming SNO publications [35, 36].



CHAPTER 6

Extraction of the Survival Probability

of Solar Neutrinos

The next two chapters are about understanding the properties of solar neutrinos

and how they oscillate between the core of the Sun and detectors on Earth. This chap-

ter concentrates in particular on the extraction of the survival probability of solar νe’s,

almost without any model assumption, by comparing measured and expected rates.

Results are obtained from the SNO-LETA rates presented in Chapter 5 and from

the combination with other solar neutrino experimental data that were mentioned in

Chapter 1. Chapter 7 completes the survival probability analysis with a phenomeno-

logical study of the neutrino oscillation parameters in the context of matter-enhanced

oscillation. The technical details of the survival probability and oscillation analyses

can be found in internal notes [119–127] written by the author.

6.1 From Neutrino Interactions to Observed Rates

The survival probability as a function of the neutrino energy, Pee(Eν), can be ex-

tracted in two equivalent ways. First with an energy-constrained fit, similar to the sig-

nal extraction fit, where the MC signal PDFs are continuously distorted with Pee(Eν)

136
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by reweighting the MC events for which the values of Eν and Teff are known. The

fit converges at the best set of weights given by the Pee(Eν) function, instead of the

best CC and ES spectral bins in Teff -space [113, 128]. This method has the advan-

tage of fitting a smaller number of parameters and allowing background parameters

and systematic uncertainties to adapt to different survival probabilities. However

it is computationally extremely intensive because of the large number of events to

reweight in the MC at each iteration of the minimizer.

The second method, preferred in this chapter, consists in finding the best Pee(Eν)

function that reproduces the fitted, model-independent, unconstrained CC and ES

Teff spectra extracted in Chapter 5. Unconstrained spectra do not have a definite

shape in Teff , so this method cannot rely on the MC and must be independent of the

SigEx formalism. The analytic convolution method replaces the MC with an analytic

rate calculation, where each rate in a Teff bin is associated with multiple overlapping

functions in Eν . Therefore the reweighting from Eν to Teff operates on cumulative

functions and has the potential of being much faster than reweighting individual MC

events as in the SigEx formalism. The convolution converts the rates in neutrino

energy to rates in detected energy space. The conversion is achieved by an accurate

modeling of the input solar neutrino spectrum, reaction cross-sections and detector

response functions. This section focuses on the quantities that are needed to perform

that specific conversion.

6.1.1 Solar Neutrino Spectrum and Survival Probability

The quantities that characterize solar neutrinos directly, such as the solar neutrino

spectrum and survival probability, are expressed as a function of neutrino energy Eν
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for each neutrino types νi defined in Chapter 1:

νi ≡ pp, pep, hep, 7Be, 8B, 13N, 15O, 17F (6.1a)

φνi
(Eν) ≡ Solar Neutrino Spectrum (6.1b)

P νi
ee (Eν) ≡ Survival Probability Function (6.1c)

φd
νi

(Eν) ≡ Observed φνi
(Eν) = φνi

(Eν) × P νi
ee (Eν) , (6.1d)

for a specific detector (d). Similar to the unconstrained rates that were extracted

in the form of ratios with respect to the SSM prediction, the survival probability is

extracted from the effective calculation of φd
νi
/φνi

. The normalization and shape of

the spectra of each flux type, Φνi
and φνi

, respectively, are taken from the BS05(OP)

SSM. The only exception is the ν(8B) spectrum for which independent and more

precise measurements of the shape are available [129, 130]. The ν(8B) spectrum

from [130] is preferred in this thesis and in general in the literature, where its shape

and uncertainty are provided in tables [130] with 0.1-MeV bins.

6.1.2 Interaction Cross-Sections

The observed spectrum in SNO is different from φνi
(Eν) because of the target material

cross-section. The SNO reactions are given by cross-section functions providing the

probability of the by-products to be emitted with recoil energy Te as a function of

both Eν and Te. These functions are shown in Figure 6.1, where the CC and ES

differential cross-sections have been integrated over all recoil energies and angular

directions.

The cross-section of ν’s on deuterons, for both CC and NC, are taken from the
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calculation of Butler-Chen-Kong (BCK) [131]. The BCK calculation includes the

effects of radiative corrections but yields uncertainties of the order of 1-1.2% [132, 133]

on the absolute CC and NC rates due to input parameters such as the axial coupling

constant gA = 1.2695 ± 0.0029 [2] and the effect of the isovector axial two-body

current through L1,A ∼ 5.6 fm3 [134]. Similarly, the ES cross-section was calculated by

Bahcall [135], including the effects of radiative corrections, and induces an uncertainty

of 0.4% on the ES rate.

The lengthy calculations were performed with small bin sizes and tabulated for the

three SNO reactions listed above. The tables were interpolated linearly to give smooth

functions as in Figure 6.1. Despite the uncertainties in the cross-section calculations,

the Pee(Eν) extraction method is mostly insensitive to these uncertainties because of

the ratios with respect to the SSM involved in the extraction (see Subsection 6.1.5),

in which the latter scaling uncertainties cancel.

6.1.3 Detector Response

The CC and ES events in SNO have energies that are correlated with Eν . In both

cases, the electron emitted with true kinetic energy Te creates Č light from which the

energy T ≡ Teff is estimated. The probability of an event with true kinetic energy Te

to be detected with energy T is given by the normalized response function R(Te, T ).

Therefore the response function must be obtained in order to recreate the resolution

of the detector.

MC simulations are ideal to provide the average response function since for each

event the true and reconstructed energies are known. The SNO detector response

functions were obtained with dedicated MC sets of electrons for CC and ES, and
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Figure 6.1: Cross-sections of the SNO reactions of Equations (1.17). The sensitivity of the
reactions to the neutrino flavor is indicated, where x = e, µ, τ .

neutrons for NC, independent of those used in the SigEx fit, as explained below.

Response to Electrons

The MC consisted of pure electron vertices of random positions and isotropic direc-

tions within the detector, generated with integer values of kinetic energy Te in MeV.

The MC events were selected and corrected, as in Chapter 5, and filled into a 2D his-

togram, Re−

MC(Te, T ). In principle the best response function would be a normalized

version of Re−

MC(Te, T ) from which the response can be read or interpolated for any

given values of Te and T . However, because of the discrete values of the generated

Te and the need for a fast analytic function, the response function was obtained by

projecting Re−

MC(Te, T ) for each Te and by performing a fit to a normal distribution in
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T for each slice in Te:

Re−(Te, T |Te) =
1

σe

√
2π

exp
[

−(Te − T )2

2σ2
e

]

. (6.2)

By repeating the fit for Te ∈ [2, 24] MeV, the function σe ≡ σe(Te) was also parame-

terized to form the 2D analytic response:

Re−(Te, T ) =
1

σe

√
2π

exp
[

−(Te − (aT + b))2

2σ2
e

]

(6.3a)

σe(Te) = r0 + r1
√

Te + r2Te , (6.3b)

where the energy scale a and offset b are tunable parameters. Figure 6.2 shows the

quantities of the SNO electron response function. Figure 6.2a shows the D2O-phase

response of Equation (6.2) at Te = 5 MeV and 12 MeV. The width of the distribution

increases with T , which is explicitly depicted in Figure 6.2b, showing the obtained

resolution σe(Te) of Equation (6.3b) for the three phases of SNO.

Response to Neutrons

The response to neutrons, Rn(T ), is a unidimensional function describing the proba-

bility of detecting the γ-ray by-products of the neutron capture from the NC reaction

at a given energy T . However, both the weak correlation between the true and ob-

served energy as well as the constrained and integrated nature of the NC spectrum re-

move the need for the function Rn(T ) in this analysis. Nevertheless, Subsection C.1.1

of Appendix C explains how the neutron response function of the SNO detector is

parameterized.
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Figure 6.2: SNO electron response function. (a) The observed energy T corresponds to
Teff . The MC event statistics are given for each fit. (b) The increase of the resolution in the
NCD phase is in part due to the shadows created by the counters. The energy estimator
for the D2O and salt phases is FTK, while it is RSP for the NCD phase.

6.1.4 Analytic Convolution

The event rates NT as a function of T ≡ Teff are calculated by the means of an

analytic convolution of the original rates in neutrino energy through the reaction

energy thresholds, cross-sections, and detector responses. The arbitrary rates due to

electrons, N e
T , and neutrons, Nn, were obtained from the solar neutrino spectrum

φνi
(Eν), the survival probabilities P νi

ee (Eν), the differential
dσ

dTe
and total reaction

cross-sections σ(Eν), the detector response R, the particle recoil true Te and observed

energy T , by numerical summation with small step sizes dEν and dTe:

N e
T ∝

∫ ∞

0

φνi
(Eν)P

νi
ee (Eν)dEν

∫ ∞

0

dσ

dTe

(Eν , Te)dTe

∫ T+∆T

T

dRe−

dT ′
(Te, T

′)dT ′ (6.4a)

Nn ∝
∫ ∞

0

φνi
(Eν)σ(Eν)dEν

∫ ∞

T 0

dRn

dT ′
(T ′)dT ′ =

∫ ∞

0

φνi
(Eν)σ(Eν)dEν , (6.4b)
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where ∆T is the bin width in T and T 0 is the analysis threshold. The arbitrariness in

the rates is emphasized by the proportional symbol (∝), indicating that factors such

as the solar spectrum normalization, target volume, livetime, and neutron capture

efficiency, needed to obtain the absolute number of events to compare with the number

of events in the data, are missing.

The CC and ES spectra in T -space are calculated from Equation (6.4a) by selecting

the appropriate cross-section. The NC rate is calculated from Equation (6.4b). Note

that for ES there is a small component due to the νµ,τ flux added to Equation (6.4a)

when Pee(Eν) < 1, and that Pee(Eν) is irrelevant for NC. More generally total rates

are obtained from the sum of many components due to the sensitivity to different

fluxes φνi
.

6.1.5 Fractional Rates

Fractional rates, FT , are relative to their value calculated with Pee(Eν) = 1, or without

neutrino oscillation, as determined from Equations (6.4). Thus they do not depend on

correction or scaling factors, flux normalizations, cross-section scales, and detection

efficiencies; fractional rates match the definition of fraction of events relative to the

SSM prediction, α, extracted in Chapter 5:

F e
T = N e

T

(

Pee(Eν)
)

/

N e
T

(

Pee(Eν) = 1
)

(6.5a)

F n = Nn
/

Nn
(

Pee(Eν) = 1
)

≡ 1 . (6.5b)

For NC, the fractional value is always one by definition since the rate in Equa-

tion (6.4b) does not depend on Pee. All fractional rates are equal to one when Pee = 1.
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Comparison with Monte Carlo

Independent checks were performed to ensure that the analytic calculation of the

NC rate and the value predicted by SNOMAN gave similar neutron yields after the

appropriate scaling factors were applied [136]. For CC and ES, the resulting shapes

of the analytic calculation were also verified. Figure 6.3 shows the CC and ES signal

shapes as a function of observed energy obtained from the analytic model compared

to the full SNO MC simulation for the three phases of SNO. The shapes, obtained

with Pee(Eν) = 1, are normalized to the same area and the colored histograms show

the relative differences in each bin of Teff . The largest differences reach 3% for CC and

5% for ES. Thus, if absolute rates were used to extract Pee, the analytic convolution

calculation could introduce a small systematic shape distortion. However, in the

following analysis, the fractional rates, relative to the analytic normalization, are

systematically compared to the extracted event fractions, relative to the SNO MC,

hence removing these systematic offsets.

6.1.6 Figure of Merit

In the following, the fractional rates are indexed with n, carrying statistical uncer-

tainty un and total uncertainty σn. To each rate is assigned a set of k systematic

uncertainties cnk. Correlated systematic uncertainties can take different numerical

values depending on the rates they affect.

The predicted values of the fractional rates, F th
n , from Equations (6.5), may hide

dependences on additional parameters, fi, which in general are allowed to vary away

from their best estimates f 0
i with constraints σfi

. For instance, when the parameter

fi describe a given systematic uncertainty, the associated systematic errors cnk may
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Figure 6.3: Comparison of the SNO signal shapes obtained from the analytic model and
MC simulation, after normalizing both curves to the same area. The horizontal axis is Teff

from 3.5 to 12 MeV, with a 0.5 MeV bin width. The histograms give the relative difference
in each bin.

also depend on fi.

Covariance Method

As opposed to the multi-dimensional SigEx fit where a likelihood function was used

on an event-by-event basis, the analysis of the survival probability is rate-based with

Teff as the only dimension. This is motivated by the fact that the Pee(Eν) function is

primarily affected by the shape of the rates in Teff , and that the SigEx method has

already taken into account the second order effects due to the observables β14, cos θ⊙,

and ρ in the unconstrained fit. The rates and their errors follow normal statistics

which allow a χ2 figure of merit to be constructed.

The covariance method consists in building the following χ2 function from the
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measured, F ex
n , and the predicted, F th

n (fi), fractional rates:

χ2
covar =

∑

n,m

(F ex
n − F th

n (fi))[σ
−2
total]nm(F ex

m − F th
m (fi)) +

∑

i

(fi − f 0
i

σfi

)2

, (6.6)

that is minimized with respect to the parameters fi with penalty terms in the second

sum. The inverse total error matrix [σ−2
total]nm is composed of the statistical and sys-

tematic uncertainties, and includes the statistical correlations between the observables

and systematic uncertainties:

σ2
total,nm = ρstat

nm unum +
∑

h,k

ρsyst
hk cnh(fi)cmk(fi) , (6.7)

where the correlation coefficients ρij ∈ [−1,+1]. The matrix σ2
total,nm also depends on

the fi even though it is not shown explicitly. Among the solar neutrino experiments

studied in this thesis, SNO is the only experiment to necessitate ρstat
nm because of the

correlations inherent to the SigEx procedure (c.f. Section 5.3).

6.2 Survival Probability Functions

The accuracy and performance of the analytic survival probability fit relies on the

ability to store the fractional rates F th
n as a function of Eν and T from Equations (6.4)

and reweight them for trial values of Pee(Eν). At each trial, the rates are simulta-

neously updated, and the χ2 recalculated. This is repeated until the minimizer finds

an accurate minimum. The best-estimate of the function Pee(Eν) is extracted at the

χ2
min point.

This section outlines two equivalent parameterizations of the survival probability
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function. Subsection 6.2.1 and 6.2.2 explain the analytic and binned parameteriza-

tions, respectively. Subsection 6.2.3 demonstrates they are adequate for the extraction

of the survival probability and lastly, Section 6.3 presents the results.

6.2.1 Analytic Function

The first parametrization is analytic to ensure the function Pee(Eν) is smooth over

the whole range of Eν . A general polynomial function is employed:

Pp(Eν) = p0 + p1(Eν −E0) + p2(Eν −E0)
2 + p3(Eν − E0)

3 , (6.8)

where E0 is the center of the expansion. With such parameterization, E0 can be fixed

to correspond to the maximum sensitivity of SNO in order to determine the scale of

Pp(Eν), p0, with optimal precision. Figure 5.1b showed that the LETA CC and ES

spectra in Eν-space peaked at around 9.5 MeV, hence E0 was set to that latter value.

The fitter finds the best-estimates of the parameters, p̂i, and evaluates the total

uncertainties on each p̂i, σp̂i
, using the difference ∆χ2 = χ2

min + 1. The nominal

curve Pp(Eν) was built from these best-estimates, and since it is continuous, the 1σ

uncertainties and covariances Vij form an error band which was obtained from the

first order error propagation formula [101]:

σ2
P (Eν) ≈

∑

i,j

Vij

[∂Pp

∂pi

∂Pp

∂pj

]

∣

∣

∣

∣

∣

pi=p̂i

. (6.9)

The measurement of the survival probability is therefore Pee(Eν) = Pp(Eν |p̂i) ±

σP (Eν |p̂i) for each Eν .
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6.2.2 Binned Function

The second parametrization verifies that the analytic function of Subsection 6.2.1 is

not constrained by the specific choice of the polynomial form. Thus N independent

parameters, or bins bi of different widths in Eν , are defined to replace the inherent

continuous interpolation of the analytic function. Subsection C.1.2 of Appendix C

explains how the number of bins was set to N = 5 with widths given by the six

boundaries:

Pb(Eν) = {3, 6, 8, 10, 12, 16} . (6.10)

The weights of the bins in the function Pb(Eν) are labeled bi. The errors on the

b̂i are obtained by the fitter directly in Eν-space. The measurement of the survival

probability is therefore Pee(Eν) = Pb(Eν |b̂i) ± σb̂i
for each Eν .

6.2.3 Verification of the Extraction Method

A verification procedure similar to that presented in Subsection 5.2.3 was performed to

test the two parameterizations of the survival probability. A true function, P true
ee (Eν),

was employed with the acceptance-rejection method [101] to select CC, ES, and NC

events from the SNO MC. Backgrounds and systematic parameters were not necessary

for this verification hence 250 fake data sets of CC, ES, and NC events were fabricated.

The relative fractions F ex
n from each set were extracted with the SigEx fit and were

then fed to the survival probability fitter. The uncertainties gathered from each

fit include the pure statistical uncertainties un and the correlation coefficients ρstat
nm

between the CC, ES, and NC signals.

A true polynomial base function P̄ true
ee (Eν) was built with parameters p0 = 0.352,
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Figure 6.4: Mean bias and pull of survival probability fits performed from the results of
the unconstrained SigEx fits of 250 ensemble data sets.

p1 = −7.23 × 10−3 MeV−1, p2 = 1.13 × 10−3 MeV−2, and p3 = −6.73 × 10−5 MeV−3,

corresponding to a typical region in the oscillation parameter space, called the LMA

region (c.f. Chapter 7), preferred by previous SNO analyses [27, 30]. The parameters

were varied by small random amounts to obtain a variety of curves, around P̄ true
ee (Eν),

with slightly different shapes. Thus the 250 fake data sets were created with 250

different P true
ee (Eν) curves.

Figure 6.4 shows the mean bias and pull, defined in Equations (5.5), obtained after

fitting the survival probability of the 250 unconstrained spectra with both analytic and

binned parameterizations. Figure 6.4a shows that the mean biases are consistent with

zero for all Eν . Figure 6.4b shows that the mean pulls have width of 1σ, meaning the

statistical errors in the fractions F ex
n have propagated as expected into both the band

of the analytic curve and the errors of the binned weights. Hence both the analytic

and binned functions are well suited to extract Pee(Eν) from the SigEx unconstrained

results of Chapter 5.
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Sensitivity to High Orders in Eν

One interesting question to address with the survival probability fit is whether the

order of the true function is lost in the convolution with the cross-section and detector

resolution effects. The above function P̄ true
ee (Eν) was used to reweight the 250 fake

data sets to test the sensitivity of the fit to the true third order polynomial nature of

a unique survival probability function. This was done with the analytic parameteri-

zation only; the order of the function in Equation (6.8) was progressively reduced by

setting p3, p2, and p1 to zero, and the fits repeated.

Figure 6.5 shows the biases obtained from the fits, in the full and most-sensitive

range in Eν . Figure 6.5a confirms that zeroth and first order functions are not suitable

for the extraction of a true third order function, where biases of the order of 25% and

10%, respectively, are observed. The second order function departs from the true

curve in the range Eν ∈ [3, 6] MeV and otherwise performs with good accuracy

showing biases within 5%.

Figure 6.5b shows that, in the range Eν ∈ [6, 13] MeV of best sensitivity for SNO,

the second and third order functions are both suitable. The vertical axis is limited

to ±3%, which corresponds to the inherent statistical fluctuation in the biases due to

the small number of events in each fake data set. In that limit and within the most

sensitive region, even the first order function would be giving a reasonable answer.

Hence, in the expected best-fit region given by previous oscillation analyses, the test

shows that at least setting p3 = 0 in Equation (6.8) would not impact the survival

probability fit by more than the expected total uncertainties of the SNO unconstrained

spectra. However, the rest of the survival probability analysis presented in this chapter

assumes a third order polynomial function in all cases since biases are consistent with
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Figure 6.5: Mean bias of analytic survival probability fits for different orders performed
from the results of the unconstrained SigEx fits of 250 ensemble data sets. The nominal
function corresponds to the formula of Equation (6.8). The zeroth, first, and second order
functions correspond to p3 = p2 = p1 = 0, p3 = p2 = 0, and p3 = 0, respectively.

zero for all Eν values.

6.3 Results

This section contains the results of the day/night survival probability fits for SNO

based on the results of Chapter 5. Then the contributions of other solar neutrino

experiments are incorporated to the SNO analysis to obtain a combined and global

measurement of the survival and transition probability functions.

6.3.1 Results from SNO

The 57 signal parameters resulting from the LETA are the average NC flux and the

14 spectral day/night bins for the CC and ES reactions. They are the inputs F ex
n to

the fit. The statistical uncertainties were extracted from the diagonal elements of the

SigEx covariance matrix such that they were symmetric. The statistical correlations
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ρstat were taken from the off-diagonal elements of the same matrix. The 53 systematic

uncertainties cnk that are specific to SNO-LETA were assumed to be fully-correlated

in all rates, without correlations to other systematic uncertainties. The uncertainty on

the shape of the ν(8B) spectrum [130] was added to the list of systematic uncertainties

and treated in the same way.

The day/night nature of the SigEx fit allowed two survival probability functions to

be extracted simultaneously, one for day-time and the other for night-time. Additional

fi parameters include the flux normalizations f8B and fhep and the scale of the ν(8B)

spectral shape uncertainty, s8B. The scale f8B is entirely constrained by the NC

measurement thus there was no penalty term associated with it in the fit. The

scale fhep, since it is indistinguishable from f8B, was constrained to the BS05(OP)

SSM value with its model uncertainty of 16% and the hep survival probability was

assumed to be degenerate, P hep
ee (Eν) = P

8B
ee (Eν). The hep contribution to the total

rate is ∼ 10−3 so it was included for completeness. Finally the scale s8B was free to

vary independently from f8B.

The Functions

Figure 6.6 shows the resulting survival probabilities obtained from both the analytic

and binned parameterizations. Although the analytic functions do not seem to match

with the bins at their centers, there is always reasonable agreement considering the

error bars of the bins as well as the intrinsic nature of both fits. As explained with

their definitions in Section 6.2, the analytic and binned functions are differentiated

by their continuity as a function of Eν . Since the analytic function was designed to

be precise near E0 = 9.5 MeV, the errors grow rapidly as Eν departs from E0. The
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binned function however is more general, but its bins are free to vary independently

from each other, which induces large bin-to-bin correlations that are not taken into

account when drawing the error bars. The agreement was better for the day fits than

for the night fits, partly due to the first night bin that is off-scale. The analytic curves

pass between the oscillating bins otherwise, as seen in Figure 6.6b.

The binned fit has more flexibility, then less degrees of freedom, and gave a smaller

value of χ2
min = 56.05 when compared to 63.67 obtained with the analytic fit. This

difference was caused by the direct correlations of the first weight b0 ∈ [3, 6] MeV

with the low-Teff CC and ES bins that were strongly affected by BGs in SigEx.

The fitted f8B and fhep in each fit were consistent with the NC flux scale and SSM

uncertainties. The scale s8B had no significant effect in the fits with a final value of

1.0 ± 0.9 in both fits. Therefore the data could not constrain that systematic effect

that had very little impact on the fit results.

Tables 6.1 and 6.2 provide the numerical values of the parameters with their cor-

relations. As expected the p0 parameter in Table 6.1 has values that are inconsistent

with one; oppositely, the p1, p2, and p3 parameters were found to be consistent with

zero in both day and night cases. Based on the polynomial fit one cannot claim the

observation of spectral distortions. From Table 6.2, the binned fit parameters b0 are

the only ones with large errors. The uncertainties were barely asymmetric, thus they

were symmetrized by picking the largest of the positive and negative errors. Although

the correlation coefficients are sizable, they were checked to be multinormal for each

pair of parameters.
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Figure 6.6: Survival probability functions extracted from the SNO-LETA day/night com-
bined fit of the D2O and salt phases. The analytic (continuous) and binned (bars) param-
eterizations are both shown for completeness.
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Flux Scales Day Night

f8B fhep p0 p1 (MeV−1) p2 (MeV−2) p3 (MeV−3) p0 p1 (MeV−1) p2 (MeV−2) p3 (MeV−3)

Fit 0.918 ± 0.035 0.994 ± 0.155 0.315 ± 0.028 0.013 ± 0.024 0.008 ± 0.007 −0.002 ± 0.003 0.321 ± 0.027 0.001 ± 0.023 0.015 ± 0.007 −0.003 ± 0.003

f8B +1.000 −0.014 +0.003 +0.023 −0.001 −0.027 −0.003 +0.027 +0.001 −0.031
fhep −0.014 +1.000 −0.595 +0.151 −0.084 +0.010 +0.614 +0.190 −0.143 +0.024

p0 +0.003 −0.595 +1.000 −0.457 −0.607 +0.456 −0.470 −0.164 +0.024 +0.043
p1 +0.023 +0.151 −0.457 +1.000 +0.391 −0.884 +0.145 +0.129 −0.014 −0.062
p2 −0.001 −0.084 −0.607 +0.391 +1.000 −0.667 +0.046 +0.020 +0.211 −0.133
p3 −0.027 +0.010 +0.456 −0.884 −0.667 +1.000 −0.070 −0.077 −0.107 +0.134

p0 −0.003 +0.614 −0.470 +0.145 +0.046 −0.070 +1.000 +0.483 +0.539 −0.454
p1 +0.027 +0.190 −0.164 +0.129 +0.020 −0.077 +0.483 +1.000 +0.369 −0.853
p2 +0.001 −0.143 +0.024 −0.014 +0.211 −0.107 +0.539 +0.369 +1.000 −0.704
p3 −0.031 +0.024 +0.043 −0.062 −0.133 +0.134 −0.454 −0.853 −0.704 +1.000

Table 6.1: Analytic survival probability parameters extracted from the SNO-LETA
day/night analysis. The best-fit point gave χ2/ndf = 63.67/(57 − 10) = 1.35. The cor-
relation coefficients are given in the lower part of the table.

Flux Scales Day Night

f8B fhep b0 b1 b2 b3 b4 b0 b1 b2 b3 b4

Fit 0.919 ± 0.035 0.987 ± 0.155 0.095 ± 1.294 0.449 ± 0.114 0.275 ± 0.060 0.359 ± 0.051 0.366 ± 0.064 2.493 ± 0.784 0.214 ± 0.105 0.429 ± 0.058 0.273 ± 0.046 0.439 ± 0.062

f8B +1.000 −0.014 −0.002 +0.006 −0.011 +0.022 −0.033 −0.001 +0.007 −0.011 +0.025 −0.036
fhep −0.014 +1.000 −0.023 −0.307 −0.295 −0.251 −0.163 −0.154 −0.251 −0.395 −0.214 −0.216

b0 −0.002 −0.023 +1.000 −0.620 +0.356 −0.214 +0.143 +0.190 −0.050 +0.023 −0.008 +0.036
b1 +0.006 −0.307 −0.620 +1.000 −0.548 +0.496 −0.230 +0.014 +0.171 +0.121 +0.076 −0.004
b2 −0.011 −0.295 +0.356 −0.548 +1.000 −0.630 +0.505 +0.082 +0.070 +0.158 +0.047 +0.135
b3 +0.022 −0.251 −0.214 +0.496 −0.630 +1.000 −0.632 +0.016 +0.070 +0.085 +0.105 −0.005
b4 −0.033 −0.163 +0.143 −0.230 +0.505 −0.632 +1.000 +0.077 −0.025 +0.136 −0.035 +0.291

b0 −0.001 −0.154 +0.190 +0.014 +0.082 +0.016 +0.077 +1.000 −0.540 +0.380 −0.164 +0.179
b1 +0.007 −0.251 −0.050 +0.171 +0.070 +0.070 −0.025 −0.540 +1.000 −0.526 +0.488 −0.239
b2 −0.011 −0.395 +0.023 +0.121 +0.158 +0.085 +0.136 +0.380 −0.526 +1.000 −0.593 +0.521
b3 +0.025 −0.214 −0.008 +0.076 +0.047 +0.105 −0.035 −0.164 +0.488 −0.593 +1.000 −0.626
b4 −0.036 −0.216 +0.036 −0.004 +0.135 −0.005 +0.291 +0.179 −0.239 +0.521 −0.626 +1.000

Table 6.2: Binned survival probability parameters extracted from the SNO-LETA
day/night analysis. The best-fit point gave χ2/ndf = 56.05/(57 − 12) = 1.24. The cor-
relation coefficients are given in the lower part of the table.

Discussion

As the unconstrained CC and ES spectra in Figure 5.3, the day and night curves do

not differ from each other by more than the fit uncertainties, for both the analytic

and binned fits, over the whole range in Eν . Therefore it is not possible to claim

experimental evidence for distortions of Pee(Eν) due to the matter in the Earth. The

analytic and binned fits both agree with the latter conclusion.

The precision obtained is consistent with the acceptance of SNO versus Eν ; un-

certainties increase rapidly at energies below 6 MeV and above 13 MeV, as expected
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from the verifications of Subsection 6.2.3. Because of these features, the extracted

survival probability functions are mostly consistent with constants, which is reflected

in the uncertainties of the parameters of the polynomial functions. The uncertainty in

the p0 parameter is the most meaningful indicator of the precision on Pee. The latter

uncertainty was 8.8% and 8.4% for the day and night functions, respectively. These

uncertainties can be further reduced by replacing the survival probability functions

by a single scale or by replacing the day/night curves by an average curve. However

such changes would not allow one to see evidence of spectral distortions based on Pee

or to infer possible day/night effects. Hence the survival probabilities extracted with

the SNO-LETA data are slowly-decreasing functions with respect to Eν and are fully

compatible with flat lines.

A survival probability inconsistent with a flat line would confirm the energy de-

pendence of neutrino flavor change in a model-independent way. Unfortunately the

SNO acceptance is limited by statistics due to the cut-offs of the cross-sections and

detector threshold at low-energy and by the end-point of the ν(8B) spectrum at high-

energy. In Subsection 6.3.2, the survival probability functions are extracted with the

addition of other experimental data to investigate further the features observed with

the SNO-LETA data.

6.3.2 Results from Solar Neutrino Experiments

The SNO experiment is only sensitive to high-energy (HE) neutrinos, namely the

ν(8B)’s and ν(hep)’s, and constrains the survival probability at Eν & 6 MeV. Other

solar neutrino experiments, introduced in Chapter 1, have different sensitivities to Eν

down to energies as low as 0.233 MeV. The goal of a global solar survival probability
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analysis is therefore to combine, first, all the HE data to confirm the non-observation

of the day/night effect at HE, and second, to combine the HE with the low-energy

(LE) data for an accurate extrapolation of the survival probability at LE. It will verify

if the trend seen in Figure 6.6 stands since it is expected that Earth matter effects

would be observed at HE while the Sun matter-induced transition would be at LE.

Global Fit

The global solar survival probability fit was performed with the analytic function

only. The data that were included in the fit are described here. The rate experiments

consist in three fractional rates integrated over all neutrino energies: the results from

Homestake [13], combined gallium experiments [16], and Borexino [39] were included,

with their uncertainties. The Homestake flux is composed of seven νi components, the

gallium experiments of eight, being dominated by the LE ν(pp)’s, and the Borexino

experiment is only sensitive to the second line of the ν(7Be)’s shown in Figure 1.2.

The SK data consisted of the measured ES spectra from the first two phases

of the experiment [19, 20]. The 44 SK-I fractional rates are given in terms of

day/mantle/core zenith orientations at the Earth. The 33 SK-II rates are provided

as day/night spectra. The parameters of the SK detector response functions, similar

to Equations (6.3), were taken from [19, 20].

Finally, the SNO-NCD results [27], in the form of the three average fluxes (CC, ES,

and NC) obtained from a constrained fit with a threshold of T 0
eff = 6 MeV to the SNO

data taken in the third phase were included. In total there were NLE +NSK +NSNO =

3 + 77 + 60 = 140 fractional rates and 85 systematic uncertainties, in which the

uncertainty in the shape of the ν(8B) spectrum affects all experiments simultaneously.



6.3 Results 158

The rates and normalizations, used to build the F ex
n , are explicitly given in Table C.1

of Appendix C.

High Energy Neutrinos

The first combination consists of SNO-LETA and SNO-NCD with the SK spectra.

The SK-I spectra were tagged so that the day-time bin contributed to the day-time

survival probability and the mantle/core bins contributed to the night-time function.

Similar to SNO, the measured rates, irrespective of the units, were divided by the

expected rate without oscillation such that differences between the detector simula-

tions and the analytic method canceled. The systematic uncertainties were assumed

to be fully correlated in all rates for a given experiment, except when specified in the

publications, and uncorrelated with other systematic uncertainties. Model parame-

ters were treated as in Subsection 6.3.1; the flux normalizations f8B and fhep and the

s8B uncertainty affected all SNO and SK rates simultaneously.

The combined fit gave χ2
min = 126.08 for 126 degrees of freedom, with f8B =

0.934± 0.031 and fhep = 0.996± 0.155. Figure 6.7a shows the result of the day/night

analytic survival probability fit in the range Eν ∈ [6, 13] MeV. Compared to the results

of Figure 6.6b, both survival probability curves have shifted down near Eν ∼ 6 MeV

and have smaller uncertainties over the whole range inEν . Although the day and night

curves are shifted in the range Eν ∈ [7, 10] MeV, the 1σ-bands overlap in the most

sensitive region of both experiments. Therefore the non-observation of a day/night

effect in HE ν’s still holds. This conclusion agrees with previous publications from

both SNO and SK collaborations on the day/night asymmetry [19, 20, 28, 30, 137].
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Average and Degenerated Probabilities

The solar global fit including all experimental data was possible only after making a

few simplifications explained here. First, the only experiments for which a day/night

configuration is possible are SNO and SK due to their real-time observation of neutrino

events. The fit result from Figure 6.7a showed that the asymmetry was nonexistent,

hence the day/night separation was dropped for a global average which eases the

treatment of the rest of the experimental data. Second, since the survival probability

fit is independent of oscillation models, a single survival probability function was

assumed for all eight types of ν’s, irrespective of their origin in the Sun. Hence

all neutrino types were degenerate in the average analysis. The effective neutrino

spectrum seen at the Earth is the sum of the spectra shown in Figure 1.2 weighted by

the unknown P̄⊙
ee function and by the convolution effect of each detector. Finally, the

eight neutrino flux scales were allowed to vary in the fit with penalty terms equivalent

to their 3σ SSM uncertainties except for f8B that is well constrained by the NC flux

measurement of SNO.

The global fit gave χ2
min = 130.82 for 128 degrees of freedom, with f8B = 0.938 ±

0.031, fhep = 0.927±0.458, fpp = 0.99±0.03, and all other scales were consistent with

their input values. Figure 6.7b shows the survival probability function, P̄⊙
ee, obtained

from the combined fit of all solar neutrino data in the averaged and degenerated

context. The result is a smooth decreasing function, from P̄⊙
ee(1 MeV) = 0.539±0.042,

to P̄⊙
ee(9.5 MeV) ≡ p0 = 0.320±0.018, with a slight increasing trend for Eν > 10 MeV.

The bridge between the LE and HE experiments, Eν ∈ [2, 6] MeV, has a perceptible

wider uncertainty band due to the lack of sensitive data in that range. Nevertheless,

the conclusion is that the world-average curve is smooth and that the LE and HE
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neutrinos do not have the same survival probability since the difference between two

consecutive order of magnitudes in Eν is:

∆P̄⊙
ee = P̄⊙

ee(1 MeV) − P̄⊙
ee(10 MeV) = 0.220 ± 0.045 (6.11)

which is approximately 4.9σ away from zero.

6.3.3 Conservation of Unitarity

Complementary to the determination of Pee where the sensitivity of the CC reactions

to νe’s compared to the total flux given by SNO’s NC drives the survival probability

curve and the scale of the fluxes, the formalism was modified such that Pee and

Pea, the transition probability P (νe → νµ,τ ), were extracted simultaneously without

constraints.

The sum Pee + Pea is therefore not constrained to be exactly one as in Equa-

tion (1.10) in order to test the unitarity of the probabilities, but is still determined

by SNO’s NC. The Pee component is determined by all CC and ES νe rates, while

the Pea component by the SK, SNO, and Borexino part of the ES rates sensitive to

νµ,τ ’s. The main advantage of this configuration is that it allows the precision of the

SNO NC rate to impact the precision on Pee(Eν) directly. The number of probability

parameters doubles but the flux scales are dropped, hence the fitter only has eight

parameters to evaluate from 140 fractional rates.

The fit returned χ2
min = 130.83 for 132 degrees of freedom which is slightly better

than the solar global fit presented in Subsection 6.3.2. Figure 6.8 shows the survival

and transition probability curves, with the sum calculated from the two functions.
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(b) Average curve from all solar neutrino experiments.

Figure 6.7: Survival probability function extracted from solar all neutrino experiments,
including the contribution of the SNO-LETA day/night combined fit of the D2O and salt
phases. (a) Second-generation experiments sensitive to ν(8B)’s: SNO-LETA, SNO-NCD,
SK-I, and SK-II, gave χ2/ndf = 126.08/126 = 1.001. (b) All solar experimental data (SNO,
SK, Homestake, Gallium, and Borexino) were used without distinction of zenith orientation
or neutrino type and yielded χ2/ndf = 130.82/128 = 1.022.
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Figure 6.8: Survival, transition, and total probability functions extracted from all solar
neutrino experiments, including the contribution of the SNO-LETA day/night combined fit
of the D2O and salt phases. All experimental data are used without distinction of zenith
orientation or neutrino type. The minimum was χ2/ndf = 130.83/132 = 0.991.

The error band on the sum takes into account the cross-correlations between the Pee

and Pea functions. Unitarity is conserved in the whole range of Eν basically due

to the large uncertainties on the Pea curve. The most precise range is where the

NC measurement from SNO constrains the total ν flux. The decrease of the total

probability near Eν = 9.5 MeV with respect to the unitarity value is due to SNO’s

NC that predicts Pee + Pea = f8B ≈ 0.9. One can clearly see from the Pea curve the

zones where the ES rates were measured with precision: near 1 MeV in Borexino, and

for Eν ∈ [8, 12] MeV in SK and SNO. The scale of Pea was found to be 0.614± 0.106,

while all other parameters of Pea were consistent with zero. The precision achieved

on p0 in the Pee function was of the order of 4% using this method.
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Configuration Figure p0 p1 p2 p3

(×10−1 MeV−1) (×10−2 MeV−2) (×10−3 MeV−3)

SNO-LETA-D 6.6 0.315 ± 0.028 +0.135 ± 0.245 +0.776 ± 0.716 −2.215 ± 3.259
SNO-LETA-N 6.6 0.321 ± 0.027 +0.007 ± 0.228 +1.471 ± 0.740 −3.015 ± 3.158

SNO+SK-D 6.7a 0.306 ± 0.022 +0.074 ± 0.208 +0.440 ± 0.495 −0.567 ± 2.551
SNO+SK-N 6.7a 0.331 ± 0.022 −0.191 ± 0.193 +0.330 ± 0.452 +1.723 ± 2.339

Solar-A 6.7b 0.320 ± 0.018 −0.041 ± 0.076 +0.397 ± 0.239 +0.167 ± 0.322
Solar-Unitarity Pee 6.8 0.301 ± 0.011 −0.035 ± 0.094 +0.358 ± 0.250 +0.095 ± 0.345
Solar-Unitarity Pea 6.8 0.614 ± 0.106 +0.036 ± 0.829 +0.181 ± 2.451 +0.276 ± 3.272

Table 6.3: Summary of the analytic survival probability parameters. The parameters refer
to Pee(Eν) of Equation (6.8) with E0 = 9.5 MeV. The zenith orientations are day (D), night
(N) or the weighted experimental average (A).

6.3.4 Summary

A model-independent determination of the survival probability of solar electron neu-

trinos was presented for the first time from a global solar analysis. The survival

probability was extracted from the SNO-LETA unconstrained fits and from the com-

bination with five other solar neutrino experiments, including the result from the

SNO-NCD phase. The general result, verified and obtained with two distinct param-

eterizations, was a smooth and slow-decreasing function of Eν with strong evidence

that low- and high-energy solar neutrinos are affected by different mechanisms before

they are detected on Earth. The parameters of the analytic probability functions that

were extracted in this chapter are summarized in Table 6.3. The precision on the p0

parameter, the scale of the probability function, was enhanced by the incremental

addition of precise rates into the fit that led to an uncertainty of 5.6% when enforcing

unitarity and 3.6% without the latter constraint.

While other parameterizations of the analytic survival probability might give bet-
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ter results, the polynomial form of Equation (6.8) was useful at extracting the scale of

the functions in cases where the dependence in Eν was weak at high energy. Future

measurements that should improve the extraction of the survival probability are a

forthcoming simultaneous three-phase fit of the three SNO signals [36], the determi-

nation of the total solar neutrino flux at low energy, and perhaps the design of new

experiments sensitive to single, unmeasured, neutrino lines that would provide sensi-

tivity in the range of Eν between the first and second generation of solar experiments.

The analysis of the survival probability continues in Chapter 7 where the goal is

to interpret the fitted survival probabilities in terms of oscillation parameters and

confirm the physical mechanism that describes the experimental data. Particularly,

the survival probability is calculated based on neutrino oscillation parameters which

are then extracted from the comparison of the predicted and measured rates, in

both the 2ν- and full 3ν-flavor contexts. Then, in the conclusion of this thesis,

the comparison of the measured and predicted probabilities is made to validate the

hypothesis at the origin of the theoretical framework that dictates how neutrinos

behave in general.



CHAPTER 7

Extraction of the Neutrino Oscillation

Parameters

The analysis presented in this chapter is the extraction of the theoretical neutrino

oscillation parameters under the survival probability curves found in Chapter 6. The

mechanism at the source of neutrino oscillation has been introduced in Chapter 1 and

is explained in more detail. The numerical calculation of the survival probabilities is

also described. The oscillation parameters are extracted from the solar and reactor

neutrino data in the context of two- and three-flavor neutrino mixing models, for the

first time, because the improvement of the uncertainties in the LETA allows one to

study second-order effects due to θ13.

7.1 Survival Probability Formulae

This section introduces the formulae needed to calculate the survival probabilities for

a given detector location from a wide range of oscillation parameter values. Subsec-

tion 7.1.1 completes the theoretical introduction of Chapter 1, while Subsections 7.1.2

and 7.1.3 give the explicit dependence of Pee on the oscillation parameters in the 2ν

and 3ν models, respectively.

165
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7.1.1 Phenomenology of Neutrino Oscillation

Neutrino flavor change, or oscillation, is generated by the interference patterns of the

massive eigenstates and can be enhanced in the presence of matter. The Hamiltonian

in flavor space, Hf , was given in Equation (1.11) with the mixing matrix:

U = R23 ×R13 × R12 (7.1)

=













1 0 0

0 c23 s23

0 −s23 c23













×













c13 0 s13e
−iδ

0 1 0

−s13e
iδ 0 c13
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
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
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
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

(7.2)

=













c12c13 s12c13 s13e
−iδ

−s12c23 − c12s23s13e
iδ c12c23 − s12s23s13e

iδ s23c13

s12s23 − c12c23s13e
iδ −c12s23 − s12c23s13e

iδ c23c13













, (7.3)

where cjk ≡ cos θjk and sjk ≡ sin θjk. The mixing matrix U was modified from

the above general form for the two specific cases studied in this thesis. First, the

effective 2ν oscillation model only requires two active flavor states (νe, νa=µ,τ ) and

massive states (ν1, ν2). In that case the matrix reduces to U = R12, corresponding to

θ23 = θ13 = 0. Second, the 3ν oscillation model, which takes into account all possible

transitions, was simplified for solar neutrinos. Because the latter are produced as

νe’s in the Sun and detected as either νe’s or νa’s on Earth, the effect of θ23, mainly

responsible for νµ ↔ ντ transitions, is irrelevant. In addition, since the additional

effect of θ13 is expected to be small, the CP-violating phase was removed by setting

δ = 0.

The mass matrix M depends on two independent ∆m2 parameters. It was kept
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intact for the 3ν analysis, and reduced to a 2 × 2 matrix for the 2ν analysis by

keeping ∆m2
21 only. In all cases, normal hierarchy of the mass eigenstates is assumed,

m3 > m2 > m1, such that the mass differences obey the rule ∆m2
32+∆m2

21−∆m2
31 = 0.

The order of magnitude of the current measured values [2] allows one to approximate

∆m2
31 ≃ ∆m2

32 because |∆m2
32| ≫ |∆m2

21|.

The matrix ACC takes into account the matter effects. It relies on the electron

density function that was determined dynamically as a function of position in the Sun

and Earth from the inputs described in Subsection 7.2.1. The density was the same

in both the 2ν and 3ν models, but affected them in different and subtle ways.

Hence, in the 3ν oscillation model, the parameters describing the Pee(Eν) function

for solar neutrinos are, in order of importance, θ12, ∆m2
21, θ13, and ∆m2

31. For exper-

iments sensitive to neutrinos from terrestrial sources, near the detector, the survival

probabilities are accurately calculated using the general formula of Equation (1.9)

without the effect of matter.

Sun, Vacuum and Earth Components

Solar neutrinos travel through the Sun, vacuum, and Earth, before they reach a

detector (d) in the state | νd〉. At the origin, in the Sun, the initial condition is

|ν⊙(0)〉 = |νe〉. At the surface of the Sun, the state is a superposition of flavor states:

|ν⊙〉 =
∑

α

βα |να〉 , (7.4)

where α = e, µ, τ . Because of the distribution of the source of νe’s in the Sun, the

Sun-Earth variable distance, and detector resolution effects, the states are detected

on Earth in an incoherent manner. This incoherence allows one to drop the vacuum
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propagation calculation and perform an average of the phases ∆m2
kjL/2Eν in the

vacuum survival probability of Equation (1.9). Effectively, this corresponds to aver-

aging the states at the surface of the Sun such that the probabilities before entering

the Earth are written |βα|2 −−→
avg

P̄⊙
eα, where the bar notation (−) indicates the phase

average was obtained.

From the latter incoherent states, the propagation must continue through the

Earth. After its passage through the Earth, the state has the form

|νd〉 =
∑

α

βα |Ψα〉 , (7.5)

where the Earth transmission functions, | Ψα〉, describe the state, independently of

the Sun function coefficients βα, from the Earth entry point to the detector:

|Ψα〉 = bαe |νe〉 + bαµ |νµ〉 + bατ |ντ 〉 . (7.6)

The survival probability at the detector, P d, is found from the wave function coeffi-

cients:

P d =
∣

∣〈νe | νd〉
∣

∣

2
, (7.7)

which, after expansion, gives a complicated function of the complex coefficients βα

and bαγ . The latter expansion, however, leads to an expression where the Sun and

Earth coefficients are decoupled [138], which allows the probabilities to be calculated

separately in the Sun and Earth and assembled thereafter with dedicated formulae

to obtain P d. The key in finding suitable formulae is to select the appropriate initial

conditions in the Earth calculation. In general the three-flavor probabilities require
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that at least two initial conditions are assumed at the Earth, leading to Earth proba-

bilities P⊕
E1 and P⊕

E2. Subsections 7.1.2 and 7.1.3 discuss how to combine the separate

Sun and Earth probabilities in the 2ν and 3ν contexts, respectively.

7.1.2 Two-State Formula

The 2ν-model assumes two flavor (νe, νa) and mass (ν1, ν2) eigenstates. Thus, there

is only one Earth initial condition required but to avoid averaging the phases aris-

ing from the Earth coefficients numerically, two P⊕ were calculated. The first was

P⊕
E1 = P (νe → νe) and the second was obtained from an initial, equal mixture

P⊕
E2 = P (1

2
(νe + νa) → νe). With those conditions, and the survival probability from

the Sun, P̄⊙
ee, the formula was obtained from the technique outlined in [139, 140]:

P⊕
E1 ≡ P⊕

νe→νe
(7.8a)

P⊕
E2 ≡ P⊕

νe+νa→νe
(7.8b)

P d
2ν = 1 + 2P̄⊙

eeP
⊕
E1 − P̄⊙

ee − P⊕
E1 −

1

2
(2P̄⊙

ee − 1)(2P⊕
E2 − 1) tan(2θ12) , (7.8c)

where the three quantities P̄⊙
ee, P

⊕
E1, and P⊕

E2 all depend implicitly on θ12 and ∆m2
21,

the only two parameters of the effective 2ν-model.

7.1.3 Three-State Formula

The 3ν-model involves all three flavor (νe, νµ, ντ ) and mass (ν1, ν2, ν3) eigenstates.

There are many possible Earth initial conditions that can be calculated. Compu-

tationally, however, the calculation of probabilities resulting from an initial mass

eigenstate to be detected as a pure flavor eigenstate removes the need to average over
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Earth phases left in the expansion of the flavor eigenstate. Thus, for practical reasons,

the choices were reduced to P (ν1 → νe), P (ν2 → νe), and P (ν3 → νe).

In addition, for solar ν’s, the irrelevance of 2-3 interferences allows one to set θ23

to any value. Conveniently, θ23 disappears from the mixing matrix U when it is zero

or π/2. These aesthetic choices however do not allow any arbitrary combinations

of P⊕
E1 and P⊕

E2; unitarity constraints prohibit the choices of extreme values of the

matrix elements Uαk. The value θ23 = π/2 was set, but the transitions from mass

to flavor eigenstates that involved terms with θ23 alone in U were carefully avoided.

Equation (7.3) shows that the third column, specifically the Uµ3 and Uτ3 elements,

contains such terms. Thus the option P (ν3 → νe) was eliminated from the choices

because θ23 = π/2. Therefore the transitions ν1 → νe and ν2 → νe were selected as

initial conditions, defining P⊕
E1 = P (ν1 → νe) and P⊕

E2 = P (ν2 → νe).

With the latter Earth initial conditions, the formula was obtained from the method

described in [141, 142] with the coefficients aα
E1 = |Uα1|2 and aα

E2 = |Uα2|2 to weight

the P⊕
E1 and P⊕

E2 components:

P⊕
E1 ≡ P⊕

ν1→νe
(7.9a)

P⊕
E2 ≡ P⊕

ν2→νe
(7.9b)

P d
3ν =

1

A

[

P̄⊙
ee

(

P⊕
E1(a

µ
E2 − aτ

E2) + P⊕
E2(a

τ
E1 − aµ

E1) + aτ
E2a

µ
E1 − aτ

E1a
µ
E2

)

+ P̄⊙
eµ

(

P⊕
E1(a

τ
E2 − ae

E2) + P⊕
E2(a

e
E1 − aτ

E1) + ae
E2a

τ
E1 − ae

E1a
τ
E2

)

+ P̄⊙
eτ

(

P⊕
E1(a

e
E2 − aµ

E2) + P⊕
E2(a

µ
E1 − ae

E1) + ae
E1a

µ
E2 − ae

E2a
µ
E1

)

]

(7.9c)

A = (ae
E1 − aτ

E1)(a
µ
E2 − aτ

E2) − (aµ
E1 − aτ

E1)(a
e
E2 − aτ

E2) . (7.9d)

After replacing the coefficients involving flavor τ using unitarity constraints,
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P̄⊙
eτ = 1 − P̄⊙

eµ − P̄⊙
ee and aτ = 1 − aµ − ae, and setting θ23 = π/2 allowed by the spe-

cific choice of P⊕
E1 and P⊕

E2, the formula becomes:

P d
3ν =

1

A

[

P̄⊙
ee

(

P⊕
E1(3a

µ
E2 − 1) + P⊕

E2(1 − 3aµ
E1) + aµ

E1 − aµ
E2

)

+ P̄⊙
eµ

(

P⊕
E1(1 − 3ae

E2) + P⊕
E2(3a

e
E1 − 1) + ae

E2 − ae
E1

)

+ P⊕
E1(a

e
E2 − aµ

E2) + P⊕
E2(a

µ
E1 − ae

E1) + ae
E1a

µ
E2 − ae

E2a
µ
E1

]

(7.10a)

A = 3(ae
E1a

µ
E2 − ae

E2a
µ
E1) + ae

E2 + aµ
E1 − ae

E1 − aµ
E2 (7.10b)

ae
E1 = c212c

2
13 aµ

E1 = c212s
2
13 ae

E2 = s2
12c

2
13 aµ

E2 = s2
12s

2
13 . (7.10c)

Similar to the expression of P d
2ν , the complicated dependence on the mixing angles

and mass differences is hidden in the coefficients P̄⊙
ee, P̄

⊙
eµ, P

⊕
E1, P

⊕
E2, a

α
E1, and aα

E2.

Hence the survival probability formulae of Equations (7.8) and (7.10) are non-trivial

functions of the oscillation parameters. Section 7.2 explains how the above coefficients

were calculated numerically before they were used in the expressions of P d
2ν and P d

3ν .

7.2 Calculation of the Survival Probability

The package of formulae presented in Section 7.1 are suited to a parameter-scan of

the survival probabilities. Survival probability tables were constructed independently

for the Sun and Earth. Each table is a function of the oscillation parameters tan2 θ12,

∆m2
21/Eν , and sin2 θ13. The ∆m2

31 parameter was fixed to a single effective value

since its effect in P d
3ν is suppressed compared to the other three parameters. The

strategy was to scan the logarithmic parameters linearly with a fine step such that

interpolation errors were minimized. This was especially important for ∆m2
21 which
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Parameter Range Step Size

p [pmin, pmax] [log10(pmin), log10(pmax)] ∆ log10(p)

tan2 θ12 [10−4, 101] [−4,+1] 0.05
∆m2

21 [10−12, 10−3] [−12,−3] 0.05
sin2 θ13 [10−5, 10−0.6] [−5,−0.6] 0.1
∆m2

31 10−3 −3 –

Table 7.1: Limits and step sizes in the neutrino oscillation parameter scan. The effective
range of log10(∆m2

21/Eν) extends to [−13,−2]. The value of ∆m2
31 is effective at Eν =

10 MeV.

appears in the form of ∆m2
21/Eν in Equation (1.11), so that all ∆m2

21 and Eν values

could be retrieved at once from the tables. Table 7.1 lists the ranges and step sizes

of the oscillation parameter scan. The mixing angles were parameterized using the

trigonometric functions tan2 θ12 and sin2 θ13, respectively. The function tan2 θ12 was

chosen so that the range θ12 ∈ [0, π
2
] was covered to remove the ambiguity on the sign

of ∆m2
21 in matter-enhanced oscillation [143].

Numerical Integration

The inclusion of matter effects in the survival probability calculation involves the

numerical integration of a system of coupled differential equations:

i
d

dx
ψα(x) = Hf ψα(x) , (7.11)

where x, equivalent to the time t, is the position along the propagation direction and

ψα(x) a vector containing the real and imaginary coefficients of the wave function in

flavor space. The system was solved for each new value of x as the wave function was

propagated from the starting to the end point. The probabilities were then calculated
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from the norm of the wave function coefficients.

The integration was performed with the adaptative Runge-Kutta algorithm [106,

120]. Comparisons with similar methods such as the fourth-order Runge-Kutta [106,

144], Burlisch-Stoer [106, 145], and independent analytic approximations [141, 146]

have shown that the numerical precision of the survival probability is better than

0.1% which is negligible compared to all other sources of uncertainties on the rates

used in the oscillation analysis.

7.2.1 Propagation in the Sun

The calculation of the survival probabilities after propagating through the Sun, P̄⊙
eα,

is very CPU-intensive due to the extent of the matter and neutrino distributions in

the Sun. This subsection lists the necessary inputs and gives technical details on the

manipulation of the outputs.

Inputs

The SSM provides the main two necessary quantities to calculate P̄⊙
eα with the effect

of matter. First the electron density as a function of radius in the Sun, ne(r), was

needed to calculate the matter potential ACC. The tabulated densities are shown on

a log-scale in Figure 7.1a as a function of r/R⊙, where R⊙ = 6.961 × 105 km is the

radius of the Sun. On that scale the density has a roughly linear profile that can be

parameterized, but, for precision, linear interpolation was used to read the data from

the table without a significant increase in computing time [120].

Second, the radial profiles of the νe production region in the Sun, wνi
(r), were

needed to account for the distribution of the neutrinos. Figure 7.1b shows the origin
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Figure 7.1: (color) Radial profiles of the electron density and neutrino production as a
function of position in the Sun, with R⊙ = 6.961 × 105 km. Data obtained from the
BS05(OP) model [147].

of the νe’s as a function of r/R⊙ for each neutrino type. Particularly interesting for

SNO, the ν(8B) and ν(hep) profiles peak at radii that are almost 0.1R⊙ apart. All

νe’s are produced within the Sun core with r < 0.35R⊙.

Although the SSM is updated almost yearly, the above two fundamental inputs

rarely suffer from significant changes from one calculation of the SSM to the other.

Hence the Sun survival probabilities obtained with the BS05(OP) inputs also comply

with more recent versions of the SSM.

Outputs

The tabulated P̄⊙
eα(νi) were obtained after averaging the results of many P̄⊙

eα(k, z)

calculations, each of them with a different starting point (k, z) inside the Sun core.

In total there were Npos = 81 points with radial, rk, and angular, z, positions with

respect to the Sun-Earth axis such that averages could be calculated for each neutrino
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type by applying the corresponding weights wνi
(rk):

P̄⊙
eα(νi) =

Npos
∑

k,z

wνi
(rk)P̄

⊙
eα(k, z)

/

Npos
∑

k,z

wνi
(rk) . (7.12)

The weights wνi
(rk) only depend on k thus the angular positions were effectively

averaged for each radial position. The 81 starting points are sufficient to sample the

electron density and neutrino radial profiles and simulate the distributed nature of

the origin of the neutrinos. Differences of at most 10−3 were observed by increasing

the average to 200 points in certain regions of the space [126].

As explained in Section 7.1, the 2ν model only required the values of P̄⊙
ee(νi),

and the 3ν model necessitated both P̄⊙
ee(νi) and P̄⊙

eµ(νi). The 3ν quantities were

obtained from the same calculation by changing the flavor α in Equation (7.12). The

sum of the resulting phase-averaged probabilities fulfilled the conservation rule of

Equation (1.10), with a negligible 0.2% spread over the whole oscillation parameter

space.

7.2.2 Propagation in the Earth

The calculation of the probabilities in the Earth, P⊕
E1 and P⊕

E2, is less intensive CPU-

wise than the Sun calculation, but is complicated by the multiple paths sampled by

the various exposure functions of each experiment.

Inputs

The matter density inside the Earth was taken from the Preliminary Reference Earth

Model (PREM) [148, 149], which is the most widely accepted data since the density
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profile is inferred from seismological considerations. Figure 7.2 shows the discon-

tinuities in the density profile as a function of position in the Earth, r/R⊕, where

R⊕ = 6371 km is the radius of the Earth. The standard chemical composition enter-

ing the conversion of matter to electron densities is a simple two-layer model where

the ratio of protons to nucleons changes from Z/A = 0.468 to 0.497 [150] at a radius

of 3480 km, where the core/mantle interface is located.

For the specific case of the SNO detector, the crust layer of the PREM table was

slightly modified to reflect the higher density in the overburden norite rock above

the detector and in the vicinity of Sudbury. The density values were assumed to

be 2.90 g/cm3 at the detector, 2.092 km below the surface, and 2.80 g/cm3 at the

surface [34]. Figure 7.2b emphasizes the modified region near r/R⊕ = 1. These

small differences, averaged over all paths through the Earth, changed the probabilities

calculated at the SNO detector by less than 0.1%.

The livetime distribution of each experiment, ηd(θz), was also required to weight

the probabilities calculated from each neutrino path parameterized by the zenith

angle θz. The distributions were measured directly from the data run lists in the case

of SNO and geometrically determined based on the detector coordinates for other

experiments, assuming spherical symmetry in the Earth matter profile. The SNO

livetime functions are shown in Figure 7.3 for the three phases of the experiment. The

functions are rather similar. Typically, more neutrino data was taken during the night

(with nadir angle < 90◦) as a consequence of performing more detector diagnostics,

calibrations, and repairs during the day. The geometrical calculation, corresponding

to a one-year exposure period, is also shown for SNO using the coordinates 46◦28′30′′

north latitude, 81◦12′04′′ west longitude.
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Figure 7.2: Profile of the matter density inside the Earth, with R⊕ = 6371 km [148].
Electron densities are obtained with Z/A = 0.468 for r/R⊕ < 0.546 and Z/A = 0.497
elsewhere.

Outputs

The tabulated P⊕
E1(d) and P⊕

E2(d) were obtained from many calculations, P
(z,d)
E1 and

P
(z,d)
E2 , starting from various Earth entrance points z to the detector d, that were

weighted by the experimental or calculated livetime ηd(θz):

P⊕
E1(d) =

Nzen
∑

z

ηd(θz)P
(z,d)
E1

/

Nzen
∑

z

ηd(θz) (7.13a)

P⊕
E2(d) =

Nzen
∑

z

ηd(θz)P
(z,d)
E2

/

Nzen
∑

z

ηd(θz) , (7.13b)

where Nzen = 90 points, one for each 2◦ in zenith angle. The Earth probabilities differ

from one detector to another because of the livetime function and detector location,

but, unlike their Sun counterparts, are independent of the neutrino type.

Additionally, the probabilities were consistently separated into a day/night fashion

as in Chapter 6. Therefore two sets of tables were produced for each detector: one

for the day, P⊕
E1(d,D) and P⊕

E2(d,D), that was almost undisturbed since the amount
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Figure 7.3: Experimental livetime distributions for the three SNO phases. The error in
each 2◦-bin is negligible. The ideal calculation corresponds to continuous exposure over a
year of operation. The nadir angle is 180◦ minus the zenith angle. A nadir angle larger
(smaller) than 90◦ corresponds to day (night) time.

of Earth matter above the underground detectors is quasi nonexistent during the day

time, and the other for the night, P⊕
E1(d,N) and P⊕

E2(d,N), which was affected by

longer paths through the dense layers of the Earth.

7.2.3 Effects of the Third Mass Eigenstate

The survival probabilities P d
2ν and P d

3ν were calculated for the parameter ranges in

Table 7.1 using the outputs of the Sun and Earth calculations and formulae of Equa-

tions (7.8) and (7.10), respectively. For all values of tan2 θ12 and ∆m2
21 the calculations

gave the same numerical result in the limit sin2 θ13 → 0.

One of the goals of this thesis is to extract the oscillation parameters but more

specifically to constrain the mixing angle θ13 with the solar neutrino data. This sub-

section presents comparisons of P d
3ν with P d

2ν as a function of sin2 θ13 and ∆m2
31 to

quantify the effects of the third mass eigenstate ν3 on the survival probability. The

differences are highlighted in two typical regions of the standard two-parameter plane,

that are of interest for SNO because of the large mixing angle θ12. The large mixing an-
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gle (LMA) region is defined from tan2 θ12 ∈ [10−1, 1] and ∆m2
21 ∈ [10−5, 10−3] eV2, and

the low ∆m2
21 (LOW) region from tan2 θ12 ∈ [10−2, 10] and ∆m2

21 ∈ [10−8, 10−6] eV2.

Effects of θ13

Figure 7.4 shows the effects of sin2 θ13 on the survival probabilities as a function of Eν

in the LMA and LOW regions. The probabilities were averaged for equal contributions

of day and night components at the SNO detector for clarity. Figures 7.4a and 7.4b

show the absolute probabilities for the two regions, while Figures 7.4c and 7.4d show

the relative difference with respect to the 2ν calculation, in percent. The colored lines

display the gradient of increasing values in sin2 θ13 ∈ [10−5, 0.25], from Table 7.1. The

comparisons show a rather weak shape distortion of Pee, except for Eν < 6 MeV. The

main effect is the decrease of the absolute scale in P d
3ν with sin2 θ13, reaching a 25%

shift at 10 MeV at sin2 θ13 = 0.25 in the LMA and LOW regions.

The separate day/night curves were examined in a similar way. The main effect

was a decrease of the difference P d
3ν(N) − P d

3ν(D) for Eν > 10 MeV with the increase

of sin2 θ13, without noticeable effects at low energy. This increases the chances of

observing a non-zero value of sin2 θ13 since no significant day/night asymmetry was

observed in the survival probability curves. Therefore the precision on the survival

probability scale obtained in Chapter 6 should be able to constrain the value of

sin2 θ13.

Effects of ∆m2

31

The introduction of ν3 also requires values for ∆m2
31. Since ∆m2

31 appears in the form

∆m2
31/Eν in Equation (1.11), it was set to a single value at 10 MeV based on the
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Figure 7.4: (color) Effects of θ13 on the 3ν survival probabilities. The survival probabilities
are obtained at the SNO detector with parameters (a) tan2 θ12 = 0.47 and ∆m2

21 = 7.6 ×
10−5 eV2, (b) tan2 θ12 = 0.47 and ∆m2

21 = 2×10−7 eV2. The relative differences in percent
between P d

3ν and P d
2ν are shown for the (c) LMA and (d) LOW regions.

assumption that it has the smallest effect of all four parameters and that the amplitude

variations in the oscillations are dominated by ∆m2
21. Assuming ∆m2

31 ≃ ∆m2
32, the

order of magnitude of the best current value ∆m2
32 = (2.55±0.45)×10−3 eV2 [2] was

used to set ∆m2
31/Eν = 10−4 eV2 MeV−1. Therefore the effective value of ∆m2

31 was

slightly different for each neutrino energy in the range Eν ∈ [0, 20] MeV.

The phase-average technique mentioned in Subsection 7.1.1 is subject to residual

effects due to ∆m2
31. The tabulated values of P d

3ν were compared to a separate cal-
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Figure 7.5: (color) Effects of ∆m2
31 on the 3ν survival probabilities. The survival prob-

abilities are obtained before entering the Earth, with parameters tan2 θ12 = 0.47 and
∆m2

21 = 7.6 × 10−5 eV2. (a) The difference of ∆m2
31/Eν = 10−4 eV2 MeV−1 relative

to ∆m2
31 = 2.3 × 10−3 eV2 is shown. (b) The difference relative to the 2ν calculation is

shown.

culation with the value ∆m2
31 = 2.3 × 10−3 eV2 consistently applied to all neutrino

energies. Figure 7.5a shows the effect in the LMA region; the result is a systematic

shift increasing as a function of sin2 θ13 with maximum amplitude of ∼ 3% at low

energy. Although a 2-3% effect in P d
3ν is not expected to affect the dominant param-

eters noticeably, an additional systematic uncertainty was included in the oscillation

analysis to account for the unknown value of ∆m2
31.

The sign of ∆m2
31 cannot be determined by the current terrestrial and atmospheric

neutrino oscillation experiments since matter effects in those experiments have not

been yet observed. Figure 7.5b shows, for interest, the effect of changing the sign of

∆m2
31, comparing the curves for normal (NH, positive) and inverted (IH, negative)

hierarchies. The shifts of P d
3ν with respect to P d

2ν are shown for three selected values

of sin2 θ13. The result is a splitting effect of the differences at high energy, and

the increase of the splitting with sin2 θ13. Thus the sign of ∆m2
31 could mimic the
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day/night effect at high energy despite the opposite effect due to sin2 θ13. Hence

future analyses should probe the effects of ∆m2
31 further and perhaps try to distinguish

between the two neutrino mass hierarchy scenarios with solar neutrino data.

7.3 Parameter Constraints

This section presents the confidence intervals of the neutrino oscillation parameters

based on the SNO NC, CC and ES rates extracted in Chapter 5 and on data from

other neutrino oscillation experiments. The oscillation parameter extraction is in all

aspects identical to the survival probability extraction presented in Chapter 6, the

only difference being that the input survival probabilities were calculated from 2ν or

3ν oscillation models instead of being found directly by a minimizer in Eν-space.

Two techniques were employed to obtain the parameter best-estimates and un-

certainties. The first method is a grid-scan (GS) of the oscillation parameters, where

the χ2 function of Equation (6.6) was evaluated and minimized with respect to the

parameters fi at each point in space. The entire space, defined in Table 7.1, was

scanned and the χ2 values stored as a function of the oscillation parameters. The χ2

differences, ∆χ2 = χ2−χ2
min, listed in Table 7.2, were the indicators of the confidence

levels (CL) in one- and two-dimensional space. Contour isolines were drawn with the

2D values; uncertainties were evaluated from the projection of the χ2 on each 1D-axis.

For all projections shown in this section, the χ2 was always minimized with respect

to the undisplayed parameters at each point in space.

The second method is the minimization (MN) of the χ2 with TMinuit, where

several iterations are performed to find the best survival probability curve and the

corresponding oscillation parameters from the tables. The number of evaluations of
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Nσ CL ∆χ2
1D ∆χ2

2D

1 68.30% 1.000 2.298
2 90.00% 2.706 4.605
3 95.00% 3.841 5.991
4 99.00% 6.635 9.210
5 99.73% 9.000 11.83

Table 7.2: Number of standard deviations (Nσ) and confidence levels (CL) associated with
the differences ∆χ2 = χ2 − χ2

min in one and two dimensions. The values are obtained using
two-sided intervals [101].

the χ2 function required to find the best-fit point and evaluate the asymmetric errors is

in general smaller than in the GS method, but the method is sensitive to local minima.

Therefore the MN method mainly served as a secondary check of the uncertainties

on the oscillation parameters by constraining the fit around the minimum found with

the GS method.

The above methods were utilized to extract the oscillation parameters from SNO

in Subsection 7.3.1, all solar neutrino experiments in Subsection 7.3.2, and with the

addition of the KamLAND experiment [42] in Subsection 7.3.3.

7.3.1 Results from SNO

The SNO-LETA rates were treated as in Subsection 6.3.1. Eight survival probability

functions apply to SNO: P SNO
D2O

(8B,D), P SNO
Salt (8B,D), P SNO

D2O
(hep,D), P SNO

Salt (hep,D), and

their night-time duplicates. The 2ν and 3ν survival probabilities were scanned, the

rates F th
n predicted, and the χ2 tables built in each case from the LETA correlation

matrix and systematic uncertainties.

Figure 7.6 shows the projection of the χ2 in the (tan2 θ12, ∆m2
21) plane, with
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selected 2D CL regions from Table 7.2. Figure 7.6a demonstrates how powerful the

SNO-LETA rates are at constraining the allowed joint-space of the two main solar

mixing parameters. The scan was first performed in low resolution with a coarse step

size, therefore the position of the minima in Figure 7.6a are not accurate. The LMA

and LOW regions nevertheless remain in the 2ν-model, and θ13 enlarges, as expected,

the confidence regions in the 3ν-model. Significant improvements of the 2ν-contours

were achieved with SNO-LETA when comparing to the latest SNO contours in [27].

The minima were accurately found in the LMA region of the 2D plane after per-

forming the GS with better resolution, with shorter step sizes and assuming linear

interpolation between the Pee-functions. Although the LOW region is also compati-

ble with the SNO-LETA rates, Figure 7.6b concentrates on the LMA region. The

minima were χ
2(2ν)
min = χ

2(3ν)
min = 70.1 with both the GS and MN methods. The

2ν parameters were tan2 θ12 = 0.457 + 0.052
− 0.036, ∆m2

21 = 6.31 + 2.40
− 2.10 × 10−5 eV2, and

f8B = 0.916± 0.031. The 3ν-model minimum gave the same tan2 θ12 and ∆m2
21, with

worse uncertainties, due to the additional degree of freedom sin2 θ13. The parameters

were tan2 θ12 = 0.457 + 0.480
− 0.036, ∆m2

21 = 6.31 + 3.65
− 3.86 ×10−5 eV2, with the same value and

uncertainty for f8B. The value of sin2 θ13 was 10−3 but could not be constrained on

either sides of the allowed interval.

Discussion and Interpretation

The relatively large χ2/ndf = 70.1/54 obtained is a consequence of the constrained

nature of the survival probabilities. Most LMA-type curves rise at low energy, as

shown in Figure 7.4a, and are limited by unitarity to P d ∈ [0, 1]. Thus one finds a

small discrepancy coming from the low Teff part of the SNO-LETA spectra as depicted
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Figure 7.6: Confidence regions of the oscillation parameters obtained with SNO-LETA
in the (tan2 θ12, ∆m2

21) space. The χ2 was minimized with respect to the undisplayed
parameters. (a) In low resolution, the minimum is in the LOW region for the 2ν-model
and in the vacuum regime for the 3ν-model. (b) In high resolution, the minimum is at
tan2 θ12 = 0.457 and ∆m2

21 = 6.31 × 10−5 eV2, in the LMA region, for both models.

in Figure 5.3. Although the most sensitive range in Eν agrees well with typical LMA

curves, the latter cannot be bent for a given set of mixing parameters, unlike the

free-varying polynomials of Chapter 6, to agree with all spectral bins in Teff .

Nevertheless Figure 7.6b shows that the SNO-LETA rates set a barrier at ∆m2
21 .

10−4 eV2 and tan2 θ12 ∼ 0.4, and that values ∆m2
21 . 10−5 eV2 are prohibited by the

observed smallness of the day/night asymmetry. The tan2 θ12 and ∆m2
21 parameters

are well determined in both the 2ν and 3ν models, but sin2 θ13 could not be constrained

with a compelling confidence level.

The failure of the SNO-LETA rates to constrain θ13 is not a surprising result. The

effective data that test the survival probabilities are the Pee-scale via the CC/NC
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ratio, and the flux normalization f8B via the NC integral rate. Hence in the 3ν

model θ12 and θ13 simultaneously affect the Pee-scale, which results in the increase of

the uncertainty on θ12 due to the weak sensitivity to θ13 at high Eν . This problem

of the mixing angle correlation is solved by adding the rates of neutrino oscillation

experiments that are sensitive to LE ν’s. Subsection 7.3.2 gives the results of the

oscillation analysis performed with all solar neutrino experiments.

7.3.2 Results from Solar Neutrino Experiments

The SNO and other solar rates were treated as in Subsection 6.3.2, where the list of

rates is given in Table C.1 of Appendix C. In addition to the eight day/night survival

probability tables for SNO-LETA, there are two averaged tables for SNO-NCD, and

32 more for other experiments, for a grand total of 42 tables.

Since the neutrino types are not degenerate, the fi parameters that affect LE

experiments were not all allowed to vary in the fit as they were in Subsection 6.3.2.

Although their scales were fixed to one, their uncertainties and cross-correlations

were enforced with the SSM systematic uncertainties. The 20 uncertainties, pro-

vided as partial derivatives, are detailed in Section C.2.2 of Appendix C. The partial

derivatives affecting ν(8B)’s and ν(hep)’s were removed since the SNO and SK data

constrain the HE rates well.

Figure 7.7 shows the 2ν and 3ν confidence regions in the (tan2 θ12, ∆m2
21) and

(tan2 θ12, sin2 θ13) space obtained from the 140 solar neutrino rates inputted to the

GS method. Figure 7.7a compares the 2ν and 3ν regions of the combined solar fit.

The 2ν parameters were tan2 θ12 = 0.436 + 0.041
− 0.023, ∆m2

21 = 5.89 + 1.75
− 2.09 × 10−5 eV2 at

χ
2(2ν)
min = 133.13. The inclusion of θ13 stretched the allowed regions of both tan2 θ12 and
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Figure 7.7: Confidence regions of the oscillation parameters obtained with solar experiments
in (a) the (tan2 θ12, ∆m2

21) and (b) the (tan2 θ12, sin2 θ13) space in the LMA region. The
χ2 was minimized with respect to the undisplayed parameters.

∆m2
21 towards larger values. The 3ν-minimum was slightly different, corresponding

to tan2 θ12 = 0.447 + 0.050
− 0.032, ∆m2

21 = 6.17 + 1.90
− 2.28 × 10−5 eV2. The shift was caused by a

non-zero value of sin2 θ13 = 8.9×10−3 at χ
2(3ν)
min = 133.04, which is however compatible

with zero considering its uncertainty.

Figure 7.7b compares the 3ν confidence regions obtained from the solar and SNO-

LETA analyses in the (tan2 θ12, sin2 θ13) space. The contours close at large values of

sin2 θ13 with the inclusion of all solar neutrino data. This means an upper limit can

be set and yielded sin2 θ13 < 0.06 at the 95% CL from the marginalized χ2 projection

on sin2 θ13.
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Discussion and Interpretation

The χ2/ndf = 133.04/137 demonstrates that the discrepancy of the SNO-LETA rates

at low energy was compensated by the addition of LE rates from other solar experi-

ments. Similar to the effect on the survival probability fit in Figure 6.7b, the bridge

between the SNO-LETA low energy bins and LE experiments was recovered in the

combined fit. The strength of the solar neutrino data is the stringent constraint on

the mixing angle θ12, where a +11%,−7% (+9%,−5%) precision was reached in the

3ν (2ν) analysis. The contribution of the SNO-LETA rates mainly affects the lower

bounds of these uncertainties.

The contributions of the LE and HE experiments are well illustrated in Figure 7.7b.

The HE rates (mainly SNO) constrain well θ12 when θ13 → 0. The CL lines stay

narrow and shift to larger values of θ12 as θ13 increases, until the lines widen apart

past sin2 θ13 = 0.1. The LE rates however, pull the allowed space towards smaller

values of θ12 as θ13 increases, which is seen in the extend of the 99.73% CL in the

upper-left corner of the figure. This crossing feature of the LE and HE rates in the

(θ12, θ13) plane produces this overall closed confidence region that prefers small values

of θ13.

The latter observed features in the (θ12, θ13) plane are explained by the following

approximate analytic survival probability expressions [151]:

P LE
ee ≃ cos4 θ13

(

1 − sin2 2θ12

〈

sin2
(∆m2

21L

4Eν

)〉

)

, (7.14)
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for very LE neutrinos going through matter or for all neutrinos in vacuum, while

PHE
ee ≃ cos4 θ13 sin2 θ12 , (7.15)

for HE neutrinos that are converted by matter-enhanced oscillation. In the solar

analysis, the HE SNO data dominates the overall precision and results in a small

but perceptible positive correlation between θ12 and θ13. It is therefore crucial to

add information in the fit, particularly from independent experiments with precise

determination of the LE or vacuum oscillations.

The KamLAND contours, shown with the solar contours in Figure 7.8, were ob-

tained using the data described in Subsection 7.3.3. Figure 7.8a shows excellent

agreement of the dominant oscillation parameters, including the effect of θ13. The

68.30% CL regions overlap, which was not the case in the 2ν analyses shown in [27, 42]

and reproduced in Subsection 7.3.3. Figure 7.8b illustrates the correlation generated

by Equation (7.14). The KamLAND data show the anti-correlation between θ12 and

θ13 that is amplified due to the great precision on ∆m2
21. Hence additional gain on the

determination of sin2 θ13 is expected from a combined analysis of the solar neutrino

experiments with KamLAND, as presented in Subsection 7.3.3.

7.3.3 Results from the Global Fit

There are a number of current and future terrestrial oscillation experiments that can

constrain the oscillation parameters and refine the results that were obtained with

the solar experiments. This subsection only concentrates on one of them, the reac-

tor experiment KamLAND [42], which was primarily built to confirm the oscillation
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Figure 7.8: Confidence regions of the oscillation parameters obtained with solar experiments
and KamLAND in (a) the (tan2 θ12, ∆m2

21) and (b) the (tan2 θ12, sin2 θ13) space, in the LMA
region. The χ2 was minimized with respect to the undisplayed parameters.

parameters measured by solar neutrino experiments. Since KamLAND is sensitive

to anti-neutrinos coming from nuclear reactors, one must assume the solar ν’s and

reactor ν̄’s share the same oscillation parameters, as implied by CPT invariance, to

perform a combined analysis.

The details of the treatment of the 16 KamLAND rates can be found in Subsec-

tion C.2.1 of Appendix C. The KamLAND and solar χ2 tables were added directly

because the experiments have independent flux sources and systematic uncertainties.

Therefore the respective χ2 values penalize each other such that the best common

region of the oscillation parameter space remain.
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Figure 7.9: Confidence regions of the oscillation parameters obtained with the combined
fit of solar and KamLAND experiments in the LMA region for the 2ν model. The χ2

was minimized with respect to the undisplayed parameters. The minimum was χ2/ndf =
149/153 at tan2 θ12 = 0.457 and ∆m2

21 = 7.59 × 10−5 eV2.

Two Neutrino Flavors

Figure 7.9 shows the result of the global analysis performed with two neutrino fla-

vors. The 2ν-analysis gave a combined value of χ2/ndf = 149/153 with parameters

tan2 θ12 = 0.457 + 0.036
− 0.024 and ∆m2

21 = 7.59 + 0.21
− 0.21×10−5 eV2. Although the precision on

∆m2
21 is dominated by KamLAND, the precision on tan2 θ12 dropped to +8%,−5%,

even if the best KamLAND value tan2 θ12 = 0.56 is significantly higher than the best

solar value of tan2 θ12 = 0.44. Figure 7.9a shows the latter residual tension between

the respective best-fit values of tan2 θ12, and Figure 7.9b shows the resulting common

confidence regions. Hence the 2ν parameters were:
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θ12 = 34.06 + 1.05
− 0.70 degrees (7.16a)

∆m2
21 = 7.59 + 0.21

− 0.21 × 10−5 eV2 , (7.16b)

where the reduction of ∼ 50% on the lower bound of the θ12 uncertainty compared to

the results of [27, 42] is entirely due to the SNO-LETA rates.

Three Neutrino Flavors

Figure 7.10 shows the 3ν confidence regions in the (tan2 θ12, ∆m2
21) and (tan2 θ12,

sin2 θ13) space obtained from the 140 solar neutrino and 16 KamLAND rates. The

3ν-analysis gave a combined value of χ2/ndf = 145.8/153 with parameters tan2 θ12 =

0.457 + 0.040
− 0.025, ∆m2

21 = 7.59 + 0.23
− 0.21 × 10−5 eV2, and sin2 θ13 = 2.51 + 1.81

− 1.29 × 10−2. Al-

though the precision on tan2 θ12 and ∆m2
21 is similar to the 2ν-analysis, sin2 θ13 was

found to be different than zero and constrained at the 1σ level!

Figure 7.11 summarizes the 3ν constraints on the three dominant oscillation pa-

rameters, where the 99.73% (5σ) and 68.30% (1σ) levels are shown separately for the

SNO-LETA, Solar, KamLAND, and Solar+KamLAND (Global) grid scans. The 1σ

errors of the global analysis were also checked with the MN method for comparison.

Although the central values and errors were similar, limitations were encountered due

to the coarse binning of the survival probability tables. Future analyses will need finer

step sizes in all oscillation parameters to allow the MN method to get more precise

errors.

One surprising feature arises in Figure 7.11f, where the global minimum for sin2 θ13

was found to be greater than the respective minima of the Solar and KamLAND

analyses. This shift is explained by the correlations of θ13 with θ12. The global
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Figure 7.10: Confidence regions of the oscillation parameters obtained with the combined
fit of solar and KamLAND experiments in the LMA region for the 3ν model. The χ2

was minimized with respect to the undisplayed parameters. The minimum was χ2/ndf =
145.8/153 at tan2 θ12 = 0.457, ∆m2

21 = 7.59 × 10−5 eV2, and sin2 θ13 = 0.025.
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minimum in θ12 stands in between the Solar and KamLAND minima, as in Figure 7.9a,

which simultaneously induces an increase in θ13 from solar (moving up-right) and

KamLAND (moving up-left). Hence the residual discrepancy in θ12 between solar

and KamLAND analyses is absorbed and is consistent with an overall larger common

value of θ13.

Finally, the 3ν oscillation parameters were found to be:

θ12 = 34.06 + 1.16
− 0.73 degrees (7.17a)

∆m2
21 = 7.59 + 0.23

− 0.20 × 10−5 eV2 (7.17b)

θ13 = 9.1 + 3.4
− 2.4 degrees . (7.17c)

While the global analysis of Solar+KamLAND gives the world’s best estimate of

θ12, other experiments have set limits on θ13, such as CHOOZ [44] and SK-I with

atmospheric neutrinos [152], that could potentially enhance the precision on θ13. The

literature is rich in global analyses of all neutrino oscillation data. For example,

see [153, 154].

7.3.4 Summary

The parameters relevant to the phenomenon of solar neutrino oscillation, tan2 θ12,

∆m2
21, and sin2 θ13, were extracted from the 140 solar ν- and 16 KamLAND ν̄-rates.

The results, due to the improvement of the uncertainties in the LETA, were a better

determination of tan2 θ12 and the first-time investigation of the effect of sin2 θ13.

Table 7.3 summarizes the measurements of the neutrino oscillation parameters

given with the 1σ errors evaluated from marginalized 1D-projections. The precision
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Figure 7.11: Projections of the χ2-space onto each parameter axis for the 3ν analysis.
The χ2 was minimized with respect to the undisplayed parameters. The differences ∆χ2 =
χ2 − χ2

min are shown with two scales, corresponding to 5σ (99.73% CL) on the left and 1σ
(68.3% CL) on the right, for the tan2 θ12, ∆m2

21, and sin2 θ13 parameters, respectively.
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Model Configuration tan2 θ12 ∆m2
21 sin2 θ13

×10−5 eV2 ×10−2

2ν

SNO-LETA 0.457 + 0.052
− 0.036 6.31 + 2.40

− 2.10 –

Solar 0.436 + 0.041
− 0.023 5.89 + 1.75

− 2.09 –

Solar+KamLAND 0.457 + 0.036
− 0.024 7.59 + 0.21

− 0.21 –

3ν

SNO-LETA 0.457 + 0.480
− 0.036 6.31 + 3.65

− 3.86 0.10 + 25.0
− 0.1

Solar 0.447 + 0.050
− 0.032 6.17 + 1.90

− 2.28 0.89 + 3.17
− 1.36

Solar+KamLAND 0.457 + 0.040
− 0.025 7.59 + 0.23

− 0.21 2.51 + 1.84
− 1.29

Table 7.3: Summary of the measurements of the neutrino oscillation parameters.

on tan2 θ12 is primarily due to the lower bound constrained by the SNO-LETA spectra,

while the precision on ∆m2
21 parameter is dominated by KamLAND.

Finally the second-order effects of sin2 θ13 could be constrained in the global fit.

Although the uncertainty was of the order of 60%, the best-fit value was found to

disagree with zero by about 2σ. Hence the current solar neutrino and terrestrial data

are precise enough to be able to see a hint that the value of θ13 is small but not zero.

Therefore, more information was provided on the structure of the MNSP neutrino

mixing matrix that will perhaps guide the design of future neutrino experiments.

Based on the above interesting results, Chapter 8 concludes this thesis by com-

paring the survival probabilities obtained in Chapters 6 and 7, and discusses the

prospects towards future precision in neutrino physics.



CHAPTER 8

Conclusion

The quest for the understanding of neutrino properties, started nearly 80 years

ago, has led today’s physicists to a better knowledge of the neutral light leptons.

Experimental and theoretical research groups from all around the world have con-

tributed to broaden the search from the simple confirmation of the hypothesis of

their existence to the development of detection techniques and the measurement of

their fundamental properties. Although the questions of their role in the standard

model of particle physics, their nature, and their masses are still unanswered, it is

reasonable to predict that clear explanations will come in the near future, primarily

due to the rich and beautiful variety of experiments that have been proposed by the

scientific community.

One major contribution to neutrino and astroparticle physics was made by the

Canadian SNO experiment with the discovery of solar neutrino oscillation, solving a

long-standing problem of rate deficits observed by former neutrino detectors. Since

this discovery, the SNO and solar neutrino experiments have turned into a collective

precision program targeted at measuring the flux of all neutrino flavors, to validate

the physics of the Sun, and the theoretical parameters at the source of neutrino flavor

change. This thesis presented these classical solar neutrino physics measurements in

Chapter 5, 6, and 7, respectively. Undoubtedly these measurements will be refined in

197



198

the future with new generations of multi-purpose experiments, probing the enormous

fluxes of low energy neutrinos coming from the Sun.

One Last Plot

The survival probability extraction method presented in Chapter 6 is rather uncon-

ventional, but represents a novel alternative to present the solar neutrino spectral

information. One important verification that must be made, in order to confirm

the validity of the matter-enhanced oscillation hypothesis, is the compatibility of

the weighted average of all relevant survival probabilities predicted by the oscillation

model, at the LMA solution, with the model-independent average survival proba-

bility function. Figure 8.1 shows that comparison. The analytic fit function was

imported from Figure 6.7b, while the LMA prediction was obtained by averaging

the 42 probability tables at the minimum χ2 point, and using the 3D contours (1σ

with ∆χ2 = 3.53) in the three oscillation parameters tan2 θ12, ∆m2
21, and sin2 θ13 to

obtain the model error band. The agreement is excellent, since the two 1σ-bands

overlap, confirming matter-enhanced oscillation as a viable mechanism to explain not

only the deficits of νe rates observed on Earth, but also the different behaviors of

low and high energy neutrinos. The so-called MSW-effect with three neutrino flavors

therefore yields a large dominating mixing angle, θ12 ∼ 34◦, a small mass difference

squared, ∆m2
21 ∼ 8 × 10−5 eV2, and possibly an additional tiny mixing component,

θ13 ∼ 9◦. Hence the solar neutrino experiments have come a long way from question-

ing the SNP to confirming the physical mechanism at the origin of neutrino oscillation.

Three of the eight oscillation parameters were constrained in this dissertation, which

constitutes a great experimental outcome.
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Figure 8.1: Survival probability functions extracted from solar neutrino data. The analytic
fit is taken from Figure 6.7b and the LMA region curve was extracted from the parameter
space in Figure 7.7.

The Thesis Summary

After the introduction of the general problem in solar neutrino physics in Chapter 1

– whether the flux normalization and survival probability could be measured simul-

taneously – the SNO experiment was described as the key to the SNP because of

its multiple observation channels. The SNO detector, detailed in Chapter 2, could

measure the NC, CC, and ES fluxes with three different configurations, employing

independent means to measure the neutron rate produced by the neutrinos through

the NC reaction.

The enhancements in the optical calibrations of SNO developed at the beginning of

the third phase, described in Chapter 3, were employed in both the low energy thresh-

old analysis of the first and second phases and in the first integral flux extraction with
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the third phase data. In the low energy threshold analysis, the calibration constants

and Monte Carlo PMT models were refined, leading to a better agreement between

the simulations and data, which indirectly affected the assessment and treatment of

systematic uncertainties in the combined analysis.

These improvements also led, in the NCD phase, as demonstrated in Chapter 4,

to an alternate procedure to characterize the optics of the detector. The method

had an overall precision comparable to the previous phases, despite the complications

introduced by the shadowing and reflection effects in the PMT data due to the NCD

array. The benefits were the determination of the positions of the 40 NCDs and the

confidence that shadows and reflections were not biasing either the optics, energy, or

position reconstruction algorithms in the third phase of SNO.

The low energy threshold analysis was introduced and performed in Chapter 5. As

a consequence of hard collaborative effort, the analysis results were the most precise

determination of the SNO NC flux to date and will be published in the near future.

The NC flux, in units of the solar standard model prediction, was 0.91(1.00 ± 0.04),

compared to 1.00 ± 0.16 in the BS05(OP) model. Therefore the measured total

neutrino production rate in the Sun agrees well with the prediction, resulting in high

confidence in the accuracy of the complex model of stellar evolution.

The energy-unconstrained fit used to extract the signals allowed the day/night

CC and ES spectra to be treated independently, enabling a further investigation

of spectral distortions. These spectra were the inputs to the survival probability

extraction method introduced in Chapter 6. The survival probabilities were obtained

from the SNO and solar neutrino experiments using two different parameterizations

in Eν-space. The resulting functions were smooth decreasing probabilities without
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measurable distortions due to Earth effects.

The survival probabilities were then calculated in Chapter 7 using the most ac-

cepted explanation of neutrino oscillation, the enhancement of resonant flavor transi-

tions in the Sun in the presence of high matter densities. The model-predicted proba-

bilities were then tested with the same experimental data to obtain precise estimates

of the neutrino oscillation parameters. The three relevant parameters were extracted

with solar data, and the combined analysis with the KamLAND anti-neutrino data

improved the precision on the second mixing angle, in the form of sin2 θ13, which

was found, for the first time, to be different than zero by two standard deviations.

Although the latter angle was small, the effect was important enough to diminish the

residual discrepancies between the solar neutrino experiments and KamLAND in the

conventional two-flavor oscillation analysis.

The precise determination of the oscillation parameters in the solar neutrino sec-

tor, presented in this thesis, opens the door for future experiments to unveil the

remaining unknown parameters, measure θ13 with increased precision, and constrain

all the elements of the leptonic mixing matrix. With the current matrix parameteriza-

tion, a non-zero value of θ13 might allow one to probe the effects of CP-violation in the

lepton sector, towards the understanding of the role of neutrinos in weak interactions.

In addition, the sign of the second mass difference squared, ∆m2
31, will clarify the hi-

erarchy of the neutrino masses. And of course eventually, the small masses must also

be determined. The hope is that the next generation of hard-working physicists will

take over this work and narrow down the few remaining mysteries about neutrinos.

And then, after the immense feeling of satisfaction, and perhaps a short vacation,

they will move on to tackle dark matter and dark energy...



APPENDIX A

More on Optical Calibration

This appendix contains additional information that complements the results of

Chapters 3 and 4. Mainly, the PMT occupancy correction formulae are found in Sec-

tion A.1 and the OCA systematic uncertainties are described in detail in Section A.2.

The media attenuations are tabulated in Section A.3. The construction of the PMT

response banks used by SNOMAN is explained in Section A.4.

A.1 PMT Occupancy Corrections

PMT occupancy corrections modify the raw number of counts measured by a PMT.

This section explains the two formulae referred to in the analysis of Chapters 3 and

4: the multiple photo-electron (MPE) and combined corrections. The combined cor-

rection takes into account the contributions of MPE and NCD reflections (NCDRs).

The raw estimator of the jth PMT’s occupancy in run i is a quantity relative to

the number of input laser pulses Npulses
i :

Oobs
ij =

N counts
ij

Npulses
i

, (A.1)

which, at the single PE level, is constrained to take values between zero and one

because N counts
ij is the number of counts in the ±4 ns window which cannot exceed
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Npulses
i . Thus, the occupancy Oobs

ij is interpreted as the probability of detecting a

signal.

A.1.1 Multiple Photo-Electron Correction

MPE effects arise in the occupancy when simultaneous pulses coming from many PEs

are registered as single counts. The MPE correction therefore corrects for the lack of

counts observed.

The correction is based on the Poisson probability of observing n counts in PMT j

due to the true occupancy, µij, the mean of the Poisson distribution P (µij, n). The

probability of detecting a signal Oobs
ij is one minus the probability of getting no signal:

Oobs
ij = 1 − P (µij, 0) . (A.2)

Thus solving for µij gives the corrected PMT occupancy:

µij = − ln(1 −Oobs
ij ) . (A.3)

This operation effectively adds counts to the underestimated quantity Oobs
ij . This

correction is applied to all PMT occupancies of all optical scans presented in this

thesis, except in the NCD phase where an extra term is added to correct for NCD

reflections (see Section A.1.2).

Uncertainty of the MPE Correction

The error propagation formula [101] is used to evaluate the statistical error due to

the MPE correction. The formula assumes that the error on Npulses
i is very small and
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that the covariance between Npulses
i and N counts

ij is negligible:

∆µij = −σNc
j

∂

∂N c
j

{

ln(1 − Oobs
ij )

}

=
σNc

j

Np
i −N c

j

. (A.4)

A similar formula can be found when other terms are added to the correction formula,

but in general Equation (A.4) gives the leading statistical component from N counts
ij .

A.1.2 NCD Reflection Correction

This subsection details how the NCD reflection correction described in Section 4.4

is obtained. The intensity of the light reflected off the NCDs is estimated from the

geometry and the relative positions of the LB, NCD array, and PMT. It is then used

as input in the modified correction formula. The modified correction formula arises

from the fact that the effects of NCD reflections in the occupancy of a PMT cannot be

corrected alone without including the MPE effect that is always present. The NCD

reflection part of the correction must be applied to decrease the PMT occupancy such

that the overall MPE correction does not suffer from an increase that is too large.

The next few paragraphs explain how the new terms are approximated.

First Order Approximation

The correction corresponds to the observed occupancy minus the expected contribu-

tion from the NCD reflections:

µ′
ij = µij + µref

ij = aij(1 + wij) , (A.5)
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where aij is a normalization term, proportional to the PMT acceptance, and wij is

the probability of NCD reflections hitting the PMT j in run i. Defining ξ ≡ wij, the

NCD reflection correction to µij is the ratio of the observed to the true occupancy:

Ocorr
ij =

µ′
ij

µij
= 1 + ξ , (A.6)

such that the corrected occupancy is

µij =
µ′

ij

1 + ξ
. (A.7)

The correction of Equation (A.7) can be applied after µ′
ij is pre-corrected using

Equation (A.2). However, it is desirable to obtain µij directly from a combined

occupancy correction. Since the NCD reflections are expected to contribute weakly

to the overall number of photons, a term describing the probability of registering a

count from a PE produced by NCD reflections, P (µij, 1), is added to Equation (A.2):

Oobs
ij = 1 − P (µij, 0) + wijP (µij, 1) , (A.8)

where wij weights the probability of the NCD-reflected photons to hit the PMT face.

Assuming the form of Equation (A.8), the verification that the correction corresponds

to the ratio in Equation (A.7) is made by developing the Taylor series of 1−P (µ′
ij, 0)
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around ξ = 0 at first order:

P (µ′
ij, 0) = e−µij(1+ξ) (A.9a)

≈ e−µij +
d

dξ
e−µij(1+ξ)

∣

∣

∣

ξ=0
× ξ (A.9b)

= e−µij + ξe−µij
d

dξ
e−µijξ

∣

∣

∣

ξ=0
(A.9c)

= e−µij − µijξe
−µij = e−µij (1 − µijξ) . (A.9d)

Comparing the expression for 1 − P (µ′
ij, 0) obtained with this approximation and

Equation (A.8), the result is equivalent:

1 − P (µ′
ij, 0) ≈ 1 − e−µij (1 − µijξ) = 1 − e−µij + e−µijµijξ (A.10a)

= 1 − P (µij, 0) + ξP (µij, 1) . (A.10b)

Hence the correction factor ξ must be used to weight the term P (µij, 1) in the NCD

reflection part of the PMT occupancy correction formula.

NCD Reflection Probability

To apply the combined correction in the form of Equation (A.8), the probability wij

must be estimated from the detector geometry. For a LB position i with PMTs j

and NCDs k, the acceptance Aij of the PMTs to the reflected photons is defined as

the sum of the products of the PMT and NCD solid angles, times a factor that takes

into account the fraction of illuminated surface seen by the PMT, within a predefined

time window tw:

Aij(tw) =

NNCD
∑

k

ΩikΩkjFkj , (A.11)
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where the solid angle Ωik is relative to 4π, and Ωkj to 2π. The time window value

determines what fraction of a given NCD cylinder is used in the solid angle calculation

given the different path lengths from the LB to the different sub-sections on the NCDs.

The wider the time window, the larger the solid angles Ωik because reflections then

can come from a larger surface on the NCDs and reach the PMTs. Because of the

cylindrical symmetry of the NCDs, the fraction of illuminated NCD surface is a simple

cosine distribution with an arbitrary maximum:

Fkj =
1

2
(1 + cos θ) , (A.12)

where θ is 180◦ minus the angle between the LB-NCD and NCD-PMT vectors, after

they have been projected in the xy-plane. The Fkj factor weights the probability of

PMTs that are at the back of a NCD with respect to the LB to see the reflection due

to the small fraction of illuminated surface available. Because the above assumption

is such that the reflections are diffuse, the reflectivity is used to weight the acceptance

Aij such that the reflection probability Gij is

Gij = R(λ)Aij = R(λ) ×
NNCD
∑

k

ΩikΩkjFkj . (A.13)

The factor Gij, when evaluating the probability of detecting reflected photons relative

to regular photons, must be expressed as a fraction of the solid angle Ωij :

Gij

Ωij

= wij . (A.14)
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Combined Correction of the PMT Occupancy

Based on Equation (A.13) and the geometrical quantity wij , the occupancy correction

formula is:

Oobs
ij = 1 − P (µij, 0) + wijP (µij, 1) = 1 + (µijwij − 1) × e−µij . (A.15)

Equation (A.15) is defined as the combined MPE and NCDR occupancy correction

formula, also Equation (4.6), and needs to be solved for each LB-PMT combination.

A.2 Systematic Uncertainties in the NCD Phase

This section outlines the systematic errors included in the total uncertainties quoted

in Section 4.5. Table A.1 briefly describes the main classes of systematic effects. The

existing, or pre-NCD, systematic errors, including the errors related to the source,

first defined in [56], are reviewed in Subsection A.2.1. The systematic errors of the

PMT efficiencies and detector asymmetries, introduced in Chapter 3, are covered in

Subsection A.2.2. Lastly, the new effects such as shadows and reflections are discussed

in Subsection A.2.3; a more detailed discussion on the systematic errors specific to

the NCD phase can be found in [97, 155].

The systematic errors were evaluated by smearing observables or fixing parame-

ters of the optical model in order to perform secondary fits. The effects were then

quantified from the differences between the nominal and secondary shifted fits. The

applied shifts were in most cases larger than the expected shifts, such that the effect

of a given systematic error could be distinguished from statistical fluctuations. The
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Class/Origin i Effect Application fi

Source position
Subsection A.2.1

1 Radial position scale R′ = R × 1.01 0.20
2 Radial position shift R′ = R + 5 cm 0.20
3 Radial position smear R′ = R + N(0, 5 cm) 0.20
4 Source z-position Z ′ = Z + 5 cm 0.40
5 Source x-position X ′ = X + 5 cm 0.20
6 Source size d′PMT = dPMT − 3 cm 0.50

Source distribution
Subsection A.2.1

7 Amplitude L′
ij = L2

ij 0.05

8 Uniformity L′
ij = 1 0.05

Statistics
Subsection A.2.1

9 PMT variability v′ij = 0 0.20

10 χ2 cut (4σ) χ2 < 16 1.00
11 χ2 cut (3σ) χ2 < 9 1.00

Method/Response
Subsection A.2.2

12 PMT efficiencies ǫ′j = ǫj + N(0, 10%) 0.50

13 Response asymmetry Selection in PMT(z) 0.50

NCD phase
Subsection A.2.3

14 Tolerance parameter ∆L′ = 2.5 cm 0.50
15 NCD reflectivity R(λ)′ = 0 1.00
16 Reflection probability w′

ij = wij × 10 0.20

Table A.1: Systematic uncertainties of the optical constants in the NCD phase. The errors
are evaluated by identifying an effect, applying it through a shift in the fit, and then by
weighting the shifts with the factors fi. See text for details.

differences were then weighted with factors to adjust them to the true size of the

shifts.

A.2.1 Existing Systematic Errors

The definitions of these systematic errors are the same as in [56]. They were con-

sistently evaluated for all NCD-phase scans. Minor upgrades enforced that identical

PMT subsets, before and after the virtual shifts, were compared. This was particu-

larly important to prevent PMTs identified by the NCD shadow cut from amplifying

the differences of other systematic effects.
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Source Position

The systematic errors due to the LB positions were obtained by applying virtual shifts

to the LB coordinates by amounts corresponding to the total average uncertainty of

2 cm. The observables impacted by such shifts were the distances in the three media

(dd,a,h
ij ) and PMT solid angles (Ωij).

Radial Position Scale (1) : A radial scaling of 1% was applied to all LB positions

to assess uncertainties on the detector size in time units; ECA, PCA, and assumed

optical properties such as group velocities and wavelengths. This systematic affected

the attenuations significantly, through an increase of Ωij as high as 2%. The result-

ing changes in the fitted attenuations ranged between 20% and 50%. Applying the

weighting factor f1 = 0.2 to obtain an effective 0.2% shift, the observed change in

the attenuations was about 10% for the D2O and 20% for the H2O attenuations. The

change in PMTR was small, except at high angles where the refracted light paths

were displaced by 2-5 cm, smearing the incident angles and causing them to fall in a

neighboring bin. The effect on the PMTR was less than 1% after the weighting factor

was applied.

Radial Position Shift (2) : An absolute 5 cm shift was applied to all LB positions.

Different from the previous systematic, this shift was the same in size for all runs.

This affected the attenuations the most, where variations of at most 100% were seen.

Because the LB radial position uncertainty is symmetric with a size of 2 cm, this

effect was weighted by f2 = 0.2 to bring it down to an effective 1 cm shift outwards.

The induced changes were about 15% for the D2O and 25% for the H2O attenuations.
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As for the previous systematic, the PMTR was affected by less than 1% after the

weighting factor was applied.

Radial Position Smear (3) : The third radial systematic effect was a random normal

smearing of the radial distance by 5 cm, similar to the previous, except that it allowed

for negative shifts. Differences in the attenuations were small because most position

shifts were smaller than 5 cm, and because of accidental position-to-position shift

cancellations in the parameters. The changes in the attenuations were nevertheless

larger than the nominal statistical uncertainties. A weighting factor of f3 = 0.2 was

used for the same reasons as before, which resulted in an approximate 5% change

in both the D2O and H2O attenuations. The change in the PMTR was within the

statistical variation in each bin of incident angle.

Source z-Position (4) : This was a positive shift of 5 cm of all z-coordinates, to

take into account the z-shifts observed between the manipulator and the fitted LB

positions and possible shifts between the detector coordinate systems. This shift

primarily affected the H2O attenuations which increased by about 7% on average.

The large effect on αh is a consequence of the limitations of the manipulator system,

which allowed for more longer distances dij
h at the bottom of the AV. Since positions

are shifted up, it leads to shorter paths in the AV and H2O and resulted in larger

attenuation coefficients. This single coordinate shift was weighted with a factor of

f4 = 0.4 to bring back the 5 cm to 2 cm. The effective uncertainty on the H2O

attenuations was therefore closer to 2.5%. The effect in the D2O attenuations and

PMTR were negligible.
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Source x-Position (5) : This was a positive shift of 5 cm of the LB x-coordinates.

A slightly smaller weighting factor of f5 = 0.2 was applied to take into account the

correlations with the previous shifts. The attenuations and PMTR did not vary by

more than the statistical uncertainties. The fitted LB distribution Lij was influenced

by such a shift, as the fit interpreted the shift as the source being brighter along the

positive x-axis, but the changes were smaller than 1%.

Source Size (6) : This shift accounted for the physical size of the LB (RLB =

5.45 cm) by shortening the distances dij by 3 cm. Differences of the order of 15%

in the attenuations were observed on average. Because the actual optical center of

the LB cannot be resolved to better than 1 cm, a conservative weighting factor of

f6 = 0.5 was assigned. The effect was therefore estimated to 8% on the D2O and H2O

attenuations. The change in the PMTR was negligible.

Source Distribution and Statistics

Changes in the LB light intensity can affect the rest of the parameters. To evaluate

this effect the Lij obtained with the nominal fit were altered and the fit repeated. The

systematic errors associated with the fit statistics were studied by either removing

the PMT variability v2
ij from the χ2 or by imposing more restrictive χ2 cuts.

LB Amplitude (7) and Uniformity (8): The effect of the amplitude was obtained

by squaring the relative intensity therefore amplifying the residual differences in the

nominal fit. The shifts observed in the D2O and H2O attenuations were smaller than

5%, and the PMTR changes were negligible. Because the Lij function is part of

the optical model, a factor of f7 = 0.05 was used to weight down this effect already
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included in part in the statistical uncertainties. The effect of the uniformity was

obtained by assuming the LB was ideal by setting the relative intensity to 1.0 (flat)

in all directions. The effects were similar to the amplitude, and for the same reason

a factor of f8 = 0.05 was applied. Overall these LB effects were mostly negligible.

PMT Variability (9): This systematic error was obtained by simply removing the

additional uncertainty v2
ij in the denominator of Equation (3.6). The result was a

change in the individual PMT χ2 values. From Figure 3.4, the maximum vij value

for short wavelengths was about 15% (except at 620 nm where it could be as large as

35%); the weighting factor was set to a value of f9 = 0.2. The resulting shifts in the

attenuations were about 5% and 75% for the D2O and H2O, respectively, revealing

the large coupling between the H2O attenuation and PMTR bins at large incident

angles. The change in the PMTR was as large as 2%. After the weighting factors

were applied the contribution from this effect was about 1% (5%) for the D2O (H2O)

attenuation and less than 1% for the PMTR.

χ2 Cuts (10) and (11) : These systematic errors consisted in more restrictive

χ2 cuts than the nominal fit (χ2 < 25). They were useful to understand how the

PMT selection affected the fit results. They do not account for physical uncertainties

therefore there were no weighting factors applied (f10 = f11 = 1.0). The shifts in the

attenuations and PMTR were of the order of 1-2% such that these systematic errors

could contribute up to 3% when added together.
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A.2.2 PMT Efficiencies and Detector Response

In Chapter 3, the systematic errors associated with the input efficiencies used with

the Occupancy method and the asymmetry of the PMTR were evaluated with the

NCD commissioning phase data. The same procedure was followed during the NCD

phase.

PMT Efficiencies (12) : A scale of 10% was used to shift the efficiencies, corre-

sponding to twice the statistical spread of the uncertainties in the efficiencies. The

effect on the D2O attenuations was an increase greater than 30% for all wavelengths.

The effect on the H2O attenuations cannot be interpreted directly because these at-

tenuation lengths are correlated to the PMTR at large angle. Specifically in this case,

the PMTR bins were systematically shifted down by 1% to 2.5%. To accommodate

the fact that the spread in the efficiencies was 5%, not 10%, a scale factor of f12 = 0.5

was used. Although reduced after applying the weight, this systematic effect was one

of the most important on the optical parameters.

PMT Response Asymmetry (13) : The PMTR was obtained independently for

the top (z > 0 cm) and bottom (z < 0 cm). One problem in the NCD phase was the

level of statistics in each bin of incident angle prevented from performing a precise

extraction of independent PMTRs. Nevertheless, top-down differences as large as 4%

were observed. Assuming there were statistical fluctuations in the 4% difference, the

estimate of this effect was obtained, after applying a factor of f13 = 0.5, to be 1% on

the averaged PMT response.
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A.2.3 New Systematic Errors for the NCD Phase

OCAs in the NCD phase rely on the knowledge of the NCD positions to apply the

shadow cut and correct PMT occupancies for reflections. Unsurprisingly the new

systematic errors must incorporate the change in the optical parameters due to these

new steps. In the following it is assumed that the systematic uncertainties of the LB

positions has propagated into the uncertainties on the NCD positions, which allows

one to treat the NCD effects independently from the systematic errors described in

Subsection A.2.1.

NCD Shadows

The shadow cut used the fitted NCD positions and the mean radial uncertainty to

flag shadowed PMTs through the tolerance ∆L ∼ 5 cm. The efficiency of the shadow

cut must be tested by either shifting the NCD positions by amounts that are within

their individual radial uncertainties, or equivalently by reducing the tolerance.

Tolerance Parameter (14) : For technical reasons, altering the tolerance is easier

than shifting individual NCD positions. The tolerance value was set to ∆L′ = 2.5 cm,

half of its nominal value. This allowed the effect of shadowed PMTs to be seen

or, in the case where the cut efficiency was very high, the effect of including more

statistics. The change affected the D2O attenuation primarily by about 2-3%. Hence

the efficiency of the cut was high, as wanted. Reducing the shadow tolerance from

5 cm to 2.5 cm yielded a conservative weighting factor of f14 = 0.5. The same applies

for the PMTR and generally to all wavelengths.
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NCD Reflections

The PMT occupancy correction was affected by the LB and NCD positions because

of the geometry of the solid angles involved in the calculation of the probability wij.

In addition, wij contained a weight from the NCD surface reflectivity R(λ). The two

quantities were altered to obtain their effects on the parameters.

NCD Reflectivity (15) : The reflectivity was set to R(λ) = 0 to cancel the effect of

the reflections. The occupancy correction then reduced to the pure MPE correction,

but still with additional counts from the reflections in the data; this was approximately

equivalent to fitting without applying the NCD reflection correction. A factor of

f15 = 1 was used to get the full systematic due to the modified correction. The shifts

in the parameters were small, confirming that the reflectivity correction was small.

The attenuations shifted slightly, but agreed with the nominal values considering the

statistical uncertainties. The same rule applied for the PMTR.

Reflection Probability (16) : The reflection probability was multiplied by a factor of

10. This accounted for errors in the solid angles, time windows, and NCD reflectivity.

This translated the facts that the NCD reflectivity scale was not known precisely,

and that the acceptance calculation in the occupancy correction only modeled the

diffuse nature of the reflections. The effect on the D2O attenuations was significant,

and away from the reach of the statistical uncertainties of the nominal values. The

increase in the D2O attenuations was of the order of 25%. The H2O attenuations and

PMTR were almost insensitive to that change, as expected; the absolute scale of the

NCD reflectivity only affected the D2O attenuations. This effect was weighted with a



A.2 Systematic Uncertainties in the NCD Phase 217

factor of f16 = 0.2, assuming the errors associated with this shift could not be greater

than an equivalent increase in the NCD reflectivity of 100%.

A.2.4 Summary

The systematic shifts of the previous subsections, independently of their numerical

values, were automatically generated, calculated and weighted in the final results of

Section 4.5. The contribution of each systematic was calculated from the weighted

difference to the nominal fit, and the total systematic uncertainty was the quadrature

sum of all systematic errors:

∆p
syst =

√

√

√

√

Nsyst
∑

i=1

(fi × |pi − p0|)2 , (A.16)

where p0 and pi are the nominal and shifted parameters, and fi are the weights.

Finally, the statistical fit uncertainty was added in quadrature to ∆p
syst which gave

the total error

∆p =
√

(∆p
syst)

2 + (∆p
stat)

2 . (A.17)

The list of systematic uncertainties and their quantitative effects on the media at-

tenuations and PMTR were summarized in Table 4.4. The following includes sample

tables showing the fractional contribution of each of the 16 systematic errors to the

total uncertainty ∆p.

Tabulated Uncertainties

Table A.2 shows the detailed decomposition of the errors on the D2O and H2O atten-

uations at 420 and 500 nm obtained from the February/05 scan. The errors extracted
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from the February/05 scan are among the largest throughout all selected scans. The

systematic errors are identified by their indices given in Table A.1. The weighted

differences δi = fi × |pi − p0| are given in percent for clarity. The total error on

the D2O attenuation, αd, gets a non-negligible contribution from the NCD phase

systematic uncertainties. The main contribution comes from not knowing the NCD

reflectivity precisely. As a result the D2O attenuations, sensitive to this input, are

greatly affected.

The H2O attenuation sources of uncertainty are more spread, and less affected by

the NCD effects. The total error is dominated by six systematic uncertainties, from

which only one is a consequence of the NCD counters. The strongest χ2 cut (i = 11)

contributes because it removes many PMTs in high radius runs which measure high

incident angles in the PMTR function and αh simultaneously. The input efficiencies

(i = 12) also affect the H2O attenuations for the same reason.

Table A.3 shows the detailed decomposition of the errors in the PMTR measure-

ments at 10◦ and 35◦ at 365 and 386 nm, obtained from the February/05 and May/05

scans. The main contribution in each case comes from the χ2 cut (i = 11), the input

efficiencies (i = 12), and the up-down asymmetries (i = 13). Nevertheless, in general,

the PMTR systematic uncertainty is of the same order as the statistical uncertainty.

The PMTR is measured to better than 1% even with the additional contributions of

the NCD-phase systematic uncertainties.

A.3 Media Attenuation Lengths

The numerical values from Figure 4.6 are given in this section showing the decompo-

sition of the pure attenuation and Rayleigh scattering (RS) lengths.
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D2O attenuation αd H2O attenuation αh

420 nm 500 nm 420 nm 500 nm

i fi pi − p0 |δi| pi − p0 |δi| pi − p0 |δi| pi − p0 |δi|
1 0.20 −45.85 9.17 −74.20 14.84 −105.03 21.01 −61.99 12.40
2 0.20 −66.88 13.38 −107.75 21.55 −115.05 23.01 −67.92 13.58
3 0.20 −13.43 2.69 −20.13 4.03 −30.29 6.06 −25.35 5.07
4 0.40 2.19 0.88 3.48 1.39 60.52 24.21 34.57 13.83
5 0.20 1.44 0.29 1.01 0.20 −3.56 0.71 −2.78 0.56
6 0.50 −17.87 8.93 −29.03 14.52 −16.64 8.32 −8.78 4.39
7 0.05 2.88 0.14 3.63 0.18 13.03 0.65 2.25 0.11
8 0.05 −2.51 0.13 −3.26 0.16 −6.14 0.31 −1.30 0.06
9 0.20 −5.30 1.06 −10.49 2.10 −78.55 15.71 −46.72 9.34
10 1.00 −1.19 1.19 −3.13 3.13 −4.59 4.59 −7.22 7.22
11 1.00 −3.28 3.28 −6.03 6.03 −24.78 24.78 −14.15 14.15

12 0.50 14.68 7.34 10.44 5.22 −21.24 10.62 −9.09 4.55
13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
14 0.50 −1.05 0.53 −4.86 2.43 0.14 0.07 1.08 0.54
15 1.00 −6.37 6.37 −11.45 11.45 1.45 1.45 1.55 1.55
16 0.20 49.11 9.82 83.75 16.75 −4.48 0.90 −2.98 0.60

∆syst – 23.57 – 37.54 – 51.58 – 30.63

∆stat – 1.89 – 3.09 – 12.38 – 7.58

∆ – 23.64 – 37.66 – 53.05 – 31.55

Table A.2: Decomposition of the systematic errors on the media attenuations obtained
with the February/05 scan. The systematic indices i correspond to those of Table A.1. The
absolute differences pi − p0 are scaled by the factors fi to obtain the differences δi. The
differences and uncertainties are given in percent.
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February 2005 – 365 nm May 2005 – 386 nm

PMTR(10◦) PMTR(35◦) PMTR(10◦) PMTR(35◦)

i fi pi − p0 |δi| pi − p0 |δi| pi − p0 |δi| pi − p0 |δi|
1 0.20 −0.10 0.021 −0.13 0.025 −0.08 0.015 −0.08 0.016
2 0.20 −0.10 0.019 0.54 0.107 0.10 0.020 0.44 0.089
3 0.20 0.04 0.008 −0.20 0.039 −0.24 0.048 −0.50 0.101
4 0.40 0.19 0.077 0.77 0.310 −0.03 0.014 0.41 0.163
5 0.20 −0.01 0.003 −0.24 0.047 0.04 0.009 0.09 0.017
6 0.50 0.00 0.000 0.07 0.035 0.00 0.002 0.10 0.050
7 0.05 0.16 0.008 −0.16 0.008 0.34 0.017 0.54 0.027
8 0.05 −0.16 0.008 0.17 0.008 −0.38 0.019 −0.57 0.028
9 0.20 −0.25 0.050 −0.32 0.065 −0.25 0.050 −0.54 0.108
10 1.00 0.02 0.024 0.05 0.049 −0.02 0.024 −0.10 0.103
11 1.00 0.02 0.019 −0.15 0.150 −0.12 0.119 −0.40 0.399

12 0.50 −0.62 0.311 −0.91 0.455 −0.42 0.208 −0.43 0.214
13 0.50 1.00 0.500 1.00 0.500 1.00 0.500 1.00 0.500
14 0.50 0.12 0.060 0.01 0.005 −0.10 0.049 −0.11 0.054
15 1.00 −0.01 0.009 0.00 0.001 0.01 0.007 0.00 0.001
16 0.20 −0.00 0.000 −0.21 0.041 −0.03 0.006 −0.13 0.026

∆syst – 0.332 – 0.593 – 0.258 – 0.529

∆stat – 0.208 – 0.475 – 0.183 – 0.450

∆ – 0.392 – 0.759 – 0.317 – 0.695

Table A.3: Decomposition of the systematic errors on the PMTR obtained with the Febru-
ary/05 and May/05 scans. The systematic indices i correspond to those of Table A.1. The
absolute differences pi − p0 are scaled by the factors fi to obtain the differences δi. The
differences and uncertainties are given in percent.
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λ (nm) October 2003 October 2004 February 2005 May 2005 February 2006 August 2006 NCD Average

337 16.22 ± 1.24 11.71 ± 1.33 13.19 ± 1.61 12.99 ± 1.37 12.35 ± 1.23 12.81 ± 1.43 12.55 ± 0.62
365 12.05 ± 1.21 7.96 ± 1.30 10.52 ± 1.52 10.01 ± 1.34 9.14 ± 1.24 10.72 ± 1.40 9.58 ± 0.60
386 10.46 ± 1.19 7.40 ± 1.30 8.92 ± 1.50 8.60 ± 1.32 8.33 ± 1.27 9.10 ± 1.38 8.43 ± 0.60
420 7.86 ± 1.19 4.99 ± 1.29 6.43 ± 1.52 6.85 ± 1.33 3.84 ± 1.27 6.93 ± 1.36 5.72 ± 0.60
500 5.17 ± 1.19 2.49 ± 1.32 3.89 ± 1.47 3.29 ± 1.30 3.34 ± 1.26 4.01 ± 1.33 3.38 ± 0.60
620 5.23 ± 1.16 2.92 ± 1.47 5.51 ± 1.94 5.66 ± 1.66 3.60 ± 1.45 5.28 ± 1.59 4.41 ± 0.71

Table A.4: D2O inverse total extinction lengths in the NCD phase, in units of 10−5 cm−1.

λ (nm) October 2003 October 2004 February 2005 May 2005 February 2006 August 2006 NCD Average

337 5.26 ± 1.71 −0.24 ± 1.36 1.36 ± 1.43 1.41 ± 1.47 1.51 ± 1.68 2.11 ± 1.23 1.24 ± 0.63
365 3.19 ± 1.17 −1.23 ± 1.25 1.55 ± 1.39 1.47 ± 1.24 0.89 ± 1.51 2.57 ± 1.16 1.09 ± 0.58
386 3.89 ± 1.35 0.27 ± 1.33 2.31 ± 1.46 2.23 ± 1.23 2.07 ± 1.53 2.04 ± 1.09 1.79 ± 0.58
420 3.96 ± 1.36 0.65 ± 1.28 2.62 ± 1.39 2.58 ± 1.21 1.13 ± 1.54 2.54 ± 1.16 1.97 ± 0.58
500 5.94 ± 1.32 2.66 ± 1.27 4.35 ± 1.37 3.95 ± 1.22 4.78 ± 1.47 4.70 ± 1.05 4.10 ± 0.56
620 33.21 ± 1.70 29.54 ± 1.72 29.85 ± 2.03 29.94 ± 1.77 30.60 ± 1.91 31.96 ± 1.31 30.62 ± 0.75

Table A.5: H2O inverse total extinction lengths in the NCD phase, in units of 10−4 cm−1.

A.3.1 Total Extinctions

Tables A.4 and A.5 give the total extinction lengths in the D2O and H2O measured

in the NCD phase at the six wavelengths available with the SNO calibration system.

A.3.2 Pure Media Attenuation Lengths

Table A.7 gives the values of the pure media attenuation lengths after the RS lengths

from Table A.6 were subtracted. The fraction of RS that contribute to the prompt

peak are 0.82, 1.00, and 1.03 in the D2O, acrylic, and H2O, respectively. These

fractions correspond to the values measured in the D2O phase.
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Measured Calculated

λ (nm) D2O Acrylic H2O D2O Acrylic H2O

337 13.6225 56.40 17.5594 8.19450 29.6955 8.04839
365 9.55891 23.00 12.3214 5.93698 20.8544 5.83747
386 7.48047 12.20 9.64233 4.73799 16.3286 4.66271
420 5.13529 7.70 6.61939 3.37214 11.3332 3.32363
500 2.46663 7.09 3.17948 1.67239 5.39509 1.65476
620 1.00171 7.09 1.29120 0.704985 2.19365 0.701905

Table A.6: Reference values of Rayleigh scattering inverse attenuation lengths in units of
10−5 cm−1. Measured values in D2O and H2O are taken from [116]. Measured values in
acrylic are from [30, 56], where the values are reported from ex situ measurements using
the SNO AV panels before the construction of the SNO detector. Theoretical values are
calculated with the QOptics code.

A.3.3 Contributions from NCD Reflections

In the nominal fit, a correction is applied to the data, which makes the nominal total

extinctions free of NCDR effects. In that latter case, only a fraction of RS needs to be

subtracted to obtain the pure media attenuation lengths. The NCDR correction can

be turned off to obtain attenuation with the effects of the reflections. Knowing the

difference between the nominal attenuations and the attenuations obtained without

correction allows one to estimate the absorption length due to the NCDRs, assuming

the RS is present in the same proportion. The terminology absorption length is used

although this quantity must be negative for NCDRs because they add counts to the

occupancy. The NCDR absorption length, αNCDR, is the difference:

αNCDR
m = αR(λ)=0

m − αm , (A.18)
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Media Scan 337 nm 365 nm 386 nm 420 nm 500 nm 620 nm

D2O

October 2003 5.533 4.596 4.399 3.610 3.081 4.197

October 2004 0.5377 0.1234 1.262 0.7761 0.4657 2.096
February 2005 2.015 2.684 2.784 2.215 1.872 4.688
May 2005 1.823 2.175 2.462 2.641 1.270 4.836
February 2006 1.184 1.303 2.200 –0.3749 1.316 2.774
August 2006 1.643 2.881 2.969 2.717 1.991 4.463

NCD Average 1.383 1.739 2.292 1.504 1.361 3.593

H2O

October 2003 19.58 16.95 28.65 31.94 60.21 321.8

October 2004 –10.69 –18.29 –2.053 3.027 24.88 294.7
February 2005 5.343 9.454 18.32 22.82 41.84 297.8
May 2005 5.828 8.728 17.52 22.34 37.80 298.6
February 2006 6.856 2.851 15.93 7.851 4.608 305.3
August 2006 12.80 19.72 15.55 21.99 45.28 318.9

NCD Average 4.142 4.915 13.12 16.30 39.28 305.5

Table A.7: Media pure inverse attenuations lengths in the NCD phase, in units of
10−5 cm−1. The amount of Rayleigh scattering assumed is 0.82 for D2O and 1.03 for
H2O.

λ (nm) αNCDR
d αNCDR

h

337 (−1.96 ± 1.01) × 10−6 (+3.39 ± 27.6) × 10−6

365 (−2.08 ± 0.86) × 10−6 (+4.29 ± 23.3) × 10−6

386 (−2.14 ± 0.80) × 10−6 (+7.36 ± 21.9) × 10−6

421 (−2.40 ± 0.77) × 10−6 (+7.29 ± 20.3) × 10−6

500 (−2.77 ± 0.76) × 10−6 (+5.01 ± 20.8) × 10−6

620 (−3.28 ± 0.78) × 10−6 (+7.40 ± 21.7) × 10−6

Table A.8: Average absorption coefficients from NCD reflections in units of cm−1.
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where m is the medium index (D2O, acrylic, and H2O) and the notation R(λ) = 0

means the NCD reflectivity is zero which turns off the correction. Table A.8 gives

the D2O and H2O NCD-phase averages and weighted errors for all wavelengths. The

error in αNCDR
m is taken as the sum in quadrature of the statistical errors for both

α
R(λ)=0
m and αm. The negative inverse attenuation lengths obtained in the D2O are

smaller than the pure attenuation lengths by an order of magnitude. Although the

effect is small, the total statistical errors indicate that the effect can be measured

above statistical fluctuations. On the other hand, the H2O values are all consistent

with zero since the errors are large. Plots of αNCDR
d against wavelength [97] showed

that the effect followed a polynomial function, in agreement with the function R(λ)

in Figure 4.5a.

A.4 PMT Angular Response

The grey disk (GD) model in SNOMAN is based on ex situ PMT response measure-

ments [75] and the result of the optical calibrations. This section explains how the

PMT response bank, PMTR, read by SNOMAN, is constructed from various measure-

ments.

Quantum Efficiency

The PMT quantum efficiency (QE) was measured in [75] and is plotted in Figure A.1a

relative to its maximum value of 21.5%. The QE as a function of wavelength is used

to rescale the wavelength dependence of the relative PMTR functions, from which

the QE has been already taken into account in the fit.
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Angle of Incidence Extrapolation

Optical calibrations cannot measure the PMTR beyond 45◦ from LB positions inside

the AV. Although there were positions taken outside the AV, in the H2O, the data

were never fully understood due to the complex reflection patterns on the exterior of

the AV, PMT reflectors, and PSUP. To enable the response to all angle of incidence

in the simulation, the ex situ measurements are used to extrapolate the function up

to 90◦. The scale of the optical calibration measurement has predominance. The ex

situ curve is scaled such that the last bin matches the optics measurement, and from

that point, the extrapolation curve is inserted and used as the PMTR. Figure A.1b

shows the result of the procedure for an arbitrary measurement. The shaded part is

the extrapolation from the ex situ curve.

PMTR Surface

Both the QE profile and extrapolated PMTR curves are used for all six wavelengths

of the calibration to build a 2D PMTR surface. Figure A.2 shows the a surface read

by SNOMAN when calculating the GD model probabilities. The scale of the figure is

relative since the absolute PMT collection efficiency is set using 16N calibrations rather

than the PMT response measurements. However the shape of the PMTR function

is kept intact, and SNOMAN interpolates between the bins to access a particular

probability as a function of both incident angle and wavelength.
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(b) PMTR extrapolation.

Figure A.1: PMT quantum efficiency and angular response extrapolation.
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Figure A.2: PMT response surface as a function of wavelength and incident angle in the
PMTR bank read by SNOMAN.
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Parameters in Signal Extraction

The variables names of the fitted fraction of signal events, with energy ranges

and zenith orientations, background events, and systematic parameters are given in

Table B.1 for reference to Chapter 5.

The PMTβ
γ background PDF was parameterized with an analytic shape given by:

f(Teff , β14, ρ) = exp
{

ǫTeff

}

×N
(

β14|ω0 + ω1ρ, βsm

)

×
(

B + exp
{

νρ
})

, (B.1)

where N(µ, σ) is a normal distribution with the given mean µ = β̄14 = ω0 + ω1ρ and

width σ = βsm. The PDF was assumed to be constant (flat) in cos θ⊙.
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Signals CC-D [Tmin
eff ,Tmax

eff ] Unconstrained CC day bin with Teff range
CC-N [Tmin

eff ,Tmax
eff ] Unconstrained CC night bin with Teff range

ES-D [Tmin
eff ,Tmax

eff ] Unconstrained ES day bin with Teff range
ES-N [Tmin

eff ,Tmax
eff ] Unconstrained ES night bin with Teff range

NC-A Constrained NC average in the full Teff range

BGs d2o av neutrons Neutrons from the AV surface in the D2O phase
d2o bi d2o Internal Bi in the D2O phase
d2o tl d2o Internal Tl in the D2O phase
d2o bi av bulk Bi from the AV in the D2O phase
d2o tl av bulk Tl from the AV in the D2O phase
d2o bi h2o External Bi in the D2O phase
d2o tl h2o External Tl in the D2O phase
salt av neutrons Neutrons from the AV surface in the salt phase
salt bi d2o Internal Bi in the salt phase
salt tl d2o Internal Tl in the salt phase
salt 24na Neutrons from 24Na in the salt phase
salt bi av bulk Bi from the AV in the salt phase
salt tl av bulk Tl from the AV in the salt phase
salt bi h2o External Bi in the salt phase
salt tl h2o External Tl in the salt phase

d2o pmt PMTβ
γ in the D2O phase

salt pmt PMTβ
γ in the salt phase

Systs escale u Energy scale (common)
d2o escale u Energy scale in the D2O phase
salt escale u Energy scale in the salt phase
d2o eres Energy resolution in the D2O phase
salt eres e Energy resolution to electrons in the salt phase
salt eres n Energy resolution to neutrons in the salt phase
b14scale0eD2On u β14 scale for electrons and D2O-phase neutrons
b14scale0Saltn β14 scale for salt-phase neutrons
b14scale1 β14 dependence on Teff

d2o pmt epsilon m PMTβ
γ ǫ parameter in the D2O phase

salt pmt epsilon m PMTβ
γ ǫ parameter in the salt phase

d2o pmt omega0 m PMTβ
γ ω0 parameter in the D2O phase

salt pmt omega0 m PMTβ
γ ω0 parameter in the salt phase

d2o pmt nu m PMTβ
γ ν parameter in the D2O phase

salt pmt nu m PMTβ
γ ν parameter in the salt phase

d2o pmt b m PMTβ
γ B parameter in the D2O phase

salt pmt b m PMTβ
γ B parameter in the salt phase

Table B.1: Name and description of the parameters in the signal extraction procedure of
Chapter 5. The PMTβ

γ parameters can be found in Equation (B.1).



APPENDIX C

More on the Survival Probability and

Oscillation Parameters

This appendix gives technical details complementary to the analyses presented in

Chapters 6 and 7. Section C.1 is specific to Chapter 6 and Section C.2 to Chapter 7.

C.1 More on Survival Probabilities

This section refers to Chapter 6. Subsection C.1.1 discusses the SNO neutron response

analytic function. Subsection C.1.2 explains the method to set the number of bins

of the binned survival probability function in Equation (6.10). Subsection C.1.3

describes and lists the rates from other solar neutrino experiments that are included

in the global fit of the survival probability, but also in the global fit of the oscillation

parameters presented in Chapter 7.

C.1.1 SNO Response to Neutrons

The neutron response function was not necessary in the rate calculation of Equa-

tion (6.4b) since the integration of the normalized 1D function effectively removed

the effect of the NC signal shape as a function of T ≡ Teff . However the response is

229



C.1 More on Survival Probabilities 230

given below for completeness.

The energy of the neutron and γ’s emitted by the capture reaction are uncorrelated

such that the neutron response only depends on T :

Rn(T ) =
1√
2π

{

q

σ1
exp

[

−(µ1 − T )2

2σ2
1

]

+
1 − q

σ2
exp

[

−(µ2 − T )2

2σ2
2

]

}

, (C.1)

where T can be affected by energy scale and offset parameters, as in the electron

response case. The general neutron double-normal response was implemented for

the salt phase, because of the γ-multiplicity, but was assumed to follow a single

distribution for the D2O and NCD phases by setting q = 1. Figure C.1 shows the

neutron response obtained from the three phases of SNO, where q = 0.5433 [156]

for the salt phase. The three distributions are proportional to the amounts of MC

neutron events that were available in each phase. The fits are not particularly good

and in general the behavior in the tails are not well described by the response of

Equation (C.1). Therefore the MC distributions, or PDFs made from them, are a

better representation of the neutron response than the analytic function.

Figure C.2 shows the NC Teff -shapes obtained from the analytic convolution

method compared to the MC simulation. They do not agree extremely well but

these differences did not affect the integrated NC rate calculations.

C.1.2 Survival Probability Binned Function

The number of bins N in Equation (6.10) and their widths were set by measuring the

change in the shape of the SNO CC spectrum predicted by the analytic rate calcula-

tion. A typical LMA-region survival probability function (c.f. Chapter 7) was used to
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Figure C.1: SNO neutron response function. In the D2O and salt phases, the energy
estimator is FTK; in the NCD phase the energy estimator is RSP.
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Figure C.2: Comparison of the SNO NC signal shapes obtained from the analytic model
and MC simulation. The horizontal axis is Teff from 3.5 to 12 MeV.

calculate the nominal CC spectrum in Teff , as shown in Figure C.3. The uncertainty

band represents the uncertainties in the ν(8B) spectrum shape, energy scale, and

resolution, calculated by smearing the detector electron response parameters. The

smooth survival probability curve was gradually binned from a large number of bins

(N → ∞) to a single bin. For each binned function a new CC shape was obtained



C.1 More on Survival Probabilities 232

 (MeV)effT
4 5 6 7 8 9 10 11 12

C
ou

nt
s 

(A
rb

. U
ni

ts
)

50

100

150

200

250

300

350

 binseeNumber of P
Nominal
26 bins (Prob = 1.0000)
5 bins   (Prob = 1.0000)
4 bins   (Prob = 1.0000)
3 bins   (Prob = 0.0743)
2 bins   (Prob = 0.0009)
1 bin     (Prob = 0.1369)

2 eV-5 = 8.5 1021
2m∆ = 0.45, 12θ2SNO CC Spectrum - LMA: tan

Figure C.3: Effect of binning the survival probability on the expected SNO CC spectrum.
The nominal uncertainties are shown as an uncertainty band.

and compared to the nominal shape quantitatively using the χ2 function:

χ2
shape =

NCC
bins

∑

i

(

CCi(N) − CCi(∞)
)2

σ2
i (N) + σ2

i (∞)
, (C.2)

where NCC
bins = 16 is the number of Teff bins, and N is the number of bins in Pb(Eν).

Requiring that the probability calculated from χ2
shape obtained for each binned func-

tion shown in Figure C.3 must be higher than (1 − 10−5), the minimum number of

bins that does not affect the CC spectrum considerably was found to be Nmin = 4.

However, wider bin sizes gave better results at low and high Eν due to the low effec-

tive response below 6 MeV and above 13 MeV. Therefore, N = 5 weights were used in

Equation (6.10), with three 2-MeV-wide bins in the most sensitive range in neutrino

energy.
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C.1.3 Solar Neutrino Experiments

Subsection 6.3.2 referred to solar neutrino data taken from external sources. The

data from these experiments are tabulated in Table C.1, as found in the publica-

tions released by the respective collaborations. Each experiment’s normalization was

adapted to match the BS05(OP) SSM prediction for the purpose of this thesis. In

general these normalizations can be rescaled to match any model, assuming the orig-

inal shape of the neutrino spectra did not change. The fractions F ex
n with respect to

the SSM prediction were obtained after dividing the rates by the normalizations.

In Table C.1, the Homestake and Gallium rates are given in SNUs; the Borexino

rate is given in counts per day per 100-ton. The SK rates were obtained by adding the

ν(8B) and ν(hep) components together and are given in units of events per kiloton

per year.

The SK-I rate groups 1−7, 8−14, 15−21, 22−28, 29−35, and 36−42 correspond to

the observed total energy ranges [5.5,6.5], [6.5,8.0], [8.0,9.5], [9.5,11.5], [11.5,13.5], and

[13.5,16.0] MeV, respectively. Each rate within these energies correspond to different

zenith angle orientations, in order, from day (cos θz ∈ [−1, 0]) to mantle/core layers,

cos θz ∈ [0, 0.16], [0.16, 0.33], [0.33, 0.50], [0.50,0.67], [0.67,0.84], [0.84,1], respectively.

The rates 0 and 43 correspond to energies between [5.0,5.5] and [16,20] MeV, and are

averaged over all orientations.

The SK-II rates are ordered according to the day/night orientation, and the energy

bins are typically 0.5-MeV wide with an analysis threshold of 7.0 MeV. For instance,

rate 0 is averaged with E ∈ [7.0, 7.5] MeV, rates 1 and 2 are the day and night rates

with E ∈ [7.5, 8.0] MeV, and so forth.
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Experiment n Meas. Norm. n Meas. Norm.

Homestake [13] 0 2.56 ± 0.23 8.12
Gallium [16] 0 66.1 ± 3.1 126.08
Borexino [39] 0 49 ± 5 74

SK-I [19] 0 74.7 + 6.6
− 6.5 180.06 22 57.1 + 1.9

− 1.8 141.56
1 127 + 6

− 6 315.08 23 56.5 + 5.2
− 4.8 141.56

2 124 + 15
− 15 315.08 24 63.3 + 5.0

− 4.6 141.56
3 106 + 14

− 14 315.08 25 56.8 + 4.1
− 3.9 141.56

4 132 + 13
− 12 315.08 26 59.6 + 4.2

− 3.9 141.56
5 146 + 13

− 12 315.08 27 60.1 + 4.6
− 4.3 141.56

6 140 + 14
− 13 315.08 28 60.9 + 5.2

− 4.8 141.56
7 119 + 15

− 14 315.08 29 18.7 + 1.0
− 0.9 44.01

8 149 + 4
− 4 352.62 30 20.0 + 2.8

− 2.4 44.01

9 166 + 11
− 10 352.62 31 13.8 + 2.3

− 2.0 44.01
10 158 + 10

− 9 352.62 32 15.3 + 2.0
− 1.8 44.01

11 137 + 8
− 8 352.62 33 19.5 + 2.2

− 2.0 44.01

12 150 + 8
− 8 352.62 34 17.0 + 2.3

− 2.0 44.01
13 141 + 9

− 9 352.62 35 20.4 + 2.7
− 2.3 44.01

14 137 + 10
− 9 352.62 36 4.28 + 0.48

− 0.43 9.38
15 87.8 + 2.6

− 2.6 220.59 37 4.78 + 1.45
− 1.08 9.38

16 90.7 + 7.2
− 6.8 220.59 38 6.97 + 1.56

− 1.24 9.38
17 92.1 + 6.7

− 6.4 220.59 39 5.82 + 1.22
− 0.98 9.38

18 90.5 + 5.8
− 5.5 220.59 40 5.58 + 1.19

− 0.95 9.38

19 99.8 + 5.9
− 5.6 220.59 41 3.70 + 1.14

− 0.85 9.38
20 90.3 + 6.4

− 6.0 220.59 42 3.93 + 1.27
− 0.93 9.38

21 88.5 + 7.0
− 6.6 220.59 43 0.341 + 0.103

− 0.077 0.669

SK-II [20] 0 43.7 + 5.2
− 5.1 110.7

1 36.4 + 5.1
− 4.9 97.63 2 43.6 + 5.2

− 5.0 97.63
3 34.4 + 3.5

− 3.4 84.65 4 35.5 + 3.5
− 3.4 84.65

5 27.0 + 2.8
− 2.7 72.45 6 33.0 + 2.8

− 2.7 72.45
7 23.9 + 2.3

− 2.2 60.54 8 25.0 + 2.3
− 2.2 60.54

9 20.7 + 2.0
− 1.9 49.61 10 23.3 + 2.0

− 1.9 49.61

11 15.4 + 1.7
− 1.6 40.16 12 17.6 + 1.7

− 1.6 40.16
13 13.5 + 1.5

− 1.4 31.69 14 14.2 + 1.5
− 1.4 31.69

15 11.3 + 1.3
− 1.2 24.99 16 9.4 + 1.2

− 1.1 24.99
17 7.11 + 1.00

− 0.90 19.29 18 8.96 + 1.03
− 0.94 19.29

19 6.82 + 0.94
− 0.84 14.52 20 5.79 + 0.86

− 0.77 14.52
21 4.18 + 0.73

− 0.63 10.86 22 3.97 + 0.70
− 0.61 10.86

23 2.95 + 0.62
− 0.53 7.84 24 3.66 + 0.61

− 0.53 7.84

25 2.95 + 0.57
− 0.48 5.70 26 1.59 + 0.44

− 0.35 5.70
27 2.99 + 0.60

− 0.51 6.87 28 2.58 + 0.53
− 0.45 6.87

29 1.37 + 0.42
− 0.32 3.41 30 2.08 + 0.45

− 0.37 3.41

31 1.11 + 0.37
− 0.28 2.56 32 1.60 + 0.40

− 0.31 2.56

Table C.1: Data from other solar neutrino experiments. Normalization rates are rescaled
to the BS05(OP) predictions. In total there are 3 + 44 + 33 = 80 rates. See text for details.
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Systematic Uncertainties

The rates in Table C.1 come with statistical uncertainties. Systematic uncertainties

taken from the publications were added to the statistical uncertainties following the

recommended prescription from each collaboration. For example, the SK energy

systematic uncertainties were obtained by smearing the detector response parameters

using the energy scale and resolution parameter shifts provided in [19, 20]. The energy

systematic uncertainties were assumed to be fully correlated in the energy bins they

affected when the error matrix of Equation (6.7) was built.

The cross-section uncertainties applied to the Homestake and Gallium experiments

were calculated separately for HE (8B and hep) and LE neutrinos (six other sources)

and combined quadratically:

u2
n(cross) =

(

∑

i∈LE

∆F th
n

)2

+
(

∑

i∈HE

∆F th
n

)2

, (C.3)

and added to the total uncertainties from Table C.1, following the procedure in [6].

C.2 More on Neutrino Oscillation Parameters

This section refers to Chapter 7. Subsection C.2.1 discusses the treatment of the

KamLAND data. Subsection C.2.2 gives the decomposition of the uncertainties of

the BS05(OP) model. Subsection C.2.3 gives the 2ν and 3ν model contours from

the individual solar neutrino experiments. Finally Subsection C.2.4 explains how the

results of the survival probability fits can be interpreted as oscillation parameters.
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C.2.1 KamLAND

The KamLAND survival probabilities of ν̄e’s were calculated using the vacuum for-

mula of Equation (1.9), neglecting the small matter effects in the Earth crust. The

survival probabilities were determined from the distances Li between a list of reac-

tors i and the KamLAND detector. The 2ν probabilities, P 2ν
ee , were calculated with

the vacuum formula of Equation (1.9). The 3ν probabilities were obtained with [151]:

P 3ν
ee = cos4 θ13P

2ν
ee + sin4 θ13 . (C.4)

The KamLAND Collaboration provided the results of Fig. 1 in [42]. The 16

positron-energy rates were built by subtracting the measured backgrounds from the

total rates. The unoscillated rates were used to calibrate the predicted rates in the

analytic model. The energy resolution of 6.5%/
√
E was applied in the response

function. The main systematic uncertainties were the reactor rates (4%) and energy

scale (2%). With the above, the 2ν analysis gave results that were comparable to

Fig. 2 in [42]. The KamLAND Collaboration has not yet published analyses in which

they include detailed contour plots with θ13.

C.2.2 SSM Partial Derivatives

The SSM partial derivatives are a set of model systematic uncertainties affecting the

predicted flux separately for each neutrino type. They correspond to uncertainties in

the model input parameters propagated to the fluxes. In the BS05(OP) calculation,

there are 20 input parameters, listed in Table C.2. The first column gives the name

of the parameters, p, the second the uncertainty on the parameter, and the remaining
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0 1 2 3 4 5 6 7

p ∆p pp pep hep 7Be 8B 13N 15O 17F

S11 1.000 +0.001 −0.001 −0.000 −0.004 −0.010 −0.010 −0.011 −0.011
S33 1.000 +0.002 +0.003 −0.024 −0.023 −0.021 +0.001 +0.001 +0.001
S34 1.000 −0.005 −0.007 −0.007 +0.080 +0.075 −0.004 −0.004 −0.004
S114 1.000 −0.002 −0.002 −0.001 +0.000 +0.001 +0.079 +0.095 +0.001
S17 1.000 +0.000 +0.000 +0.000 +0.000 +0.038 +0.000 +0.000 +0.000
Shep 1.000 +0.000 +0.000 +0.151 +0.000 +0.000 +0.000 +0.000 +0.000
L⊙ 1.000 +0.003 +0.003 +0.000 +0.014 +0.028 +0.021 +0.024 +0.026
Z/X − −0.007 −0.013 −0.020 +0.053 +0.116 +0.262 +0.262 +0.483
Age 1.000 −0.000 +0.000 −0.000 +0.003 +0.006 +0.004 +0.006 +0.006
Op. 1.000 +0.003 +0.005 +0.011 −0.028 −0.052 −0.033 −0.041 −0.043
Diff. 1.000 +0.003 +0.004 +0.007 −0.018 −0.040 −0.051 −0.055 −0.057
Be7e 1.000 +0.000 +0.000 +0.000 +0.000 −0.020 +0.000 +0.000 +0.000

C 0.297 −0.014 −0.025 −0.015 −0.002 +0.030 +0.845 +0.826 +0.033
N 0.320 −0.003 −0.006 −0.004 +0.002 +0.011 +0.181 +0.209 +0.010
O 0.387 −0.006 −0.011 −0.023 +0.052 +0.121 +0.079 +0.093 +1.102
Ne 0.539 −0.005 −0.005 −0.017 +0.049 +0.096 +0.057 +0.068 +0.076
Mg 0.115 −0.005 −0.005 −0.018 +0.051 +0.096 +0.060 +0.070 +0.078
Si 0.115 −0.011 −0.014 −0.037 +0.104 +0.194 +0.128 +0.150 +0.164
S 0.092 −0.008 −0.017 −0.028 +0.074 +0.137 +0.094 +0.109 +0.120
Ar 0.496 −0.002 −0.006 −0.007 +0.018 +0.034 +0.024 +0.028 +0.031
Fe 0.115 −0.023 −0.065 −0.069 +0.209 +0.515 +0.342 +0.401 +0.444

Table C.2: Systematic uncertainties of the BS05(OP) SSM in the form of partial derivatives.
An uncertainty ∆p = 1 means the derivative already includes the weight of the uncertainty.
Values without enough digits can be neglected.

columns the partial derivatives for each neutrino flux component.

The details of the source and impact of each parameter can be found in [6]. The S-

terms correspond to the low-energy cross-section uncertainties that impact the nuclear

rates of each reaction directly: S11, S33, S34, S114, S17, and Shep correspond to p-p,

3He-3He, 3He(4He, γ)7Be, 14N(p, γ)15O, 7Be(p, γ)8B, and hep reactions, respectively.

Then follow the Sun luminosity L⊙, the heavy metallicity factor Z/X, the age of

the Sun (Age), the opacity of the Sun (Op.), the diffusion model uncertainty (Diff.),



C.2 More on Neutrino Oscillation Parameters 238

the theoretical rate of the electron capture reaction 7Be(e−, ν)7Li (denoted Be7e),

and the list of heavy element compositions. In the BS05(OP) model, the systematic

uncertainty Z/X is canceled on purpose and replaced by the decomposition of heavy

element uncertainties (from C to Fe).

The partial derivatives, often referred to as logarithmic derivatives αki [4], are then

applied to each decomposed terms of the fractional rates to build the error matrix

part due to the SSM:

F th
n =

8
∑

i

F i
n (C.5a)

σ2
SSM =

8
∑

i

F i
n

8
∑

j

F j
n

20
∑

k

(∆pk)
2αkiαkj . (C.5b)

C.2.3 Contours from Individual Experiments

This subsection provides individual contours in the (tan2 θ12, ∆m2
21) plane obtained

from the external data listed in Subsection C.1.3. Figures C.4 and C.5 show the

confidence regions projected into the (tan2 θ12, ∆m2
21) plane obtained from the LE

(Homestake, Gallium, and Borexino) and HE (SK) experiments. In each plot, the

comparison between the 2ν and the 3ν models is shown. The nomenclature SSM-

Float means that the partial derivatives of the SSM were left out of the fit, and that

the fluxes of the model were free to vary but were constrained with penalty terms

corresponding to their 1σ uncertainties.

From Figure C.4d, the conclusion is that the low-energy experiments constrain

well the LMA and LOW regions, but are also very sensitive to low ∆m2
21 solutions,

or the vacuum regime. From Figure C.5c, one can see that the SK ES data cannot
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constrain the space well without knowing the total neutrino flux provided by SNO.

Nevertheless, once all low-energy and SK data are combined as in Figure C.5d, the

space is constrained to the LMA and LOW regions. One interesting observation is

that the LMA and LOW region, with the effect of θ13, prefer different sides of the

tan2 θ12 boundary. With the addition of the SNO data the choice is made rather

towards the LMA region, with tan2 θ12 < 1.

C.2.4 Recipe to Interpret Survival Probabilities

The subsection explains how to treat the survival probability fits shown in Chapter 6

in the extraction of the oscillation parameters. The method translates the Pee(Eν)

function into mixing parameters, independently of the survival probability param-

eterization. The following describes how this method was used to obtain identical

oscillation parameters and constraints as given in Chapter 7.

The best-fit survival probability and flux scale parameters, ~µi, and covariance

matrix, Vij, were used to generate a large number (typically 105) of random values

of the parameters, xi. The MC generation of the correlated parameters was achieved

following the method outlined in Monte Carlo Techniques in [2]. For each parameter

set k, the survival probability and flux scales xk
i were used as fixed parameters to

calculate the model predicted rates F th
n (k), from which the value of the observables,

systematic errors, and error matrix elements from Equations (6.6) and (6.7) were

evaluated. After a large number of evaluations, the mean and spread of the F th
n

distributions were taken as the effective value and total uncertainty, respectively,

that were compatible with the survival probability 1σ-error band. The means ~µi were

known from the nominal survival probability fit, therefore the estimators for variance
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Figure C.4: Confidence regions of the oscillation parameters obtained with the low-energy
experiments. The χ2 was minimized with respect to the undisplayed parameters.
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Figure C.5: Confidence regions of the oscillation parameters obtained with the low-energy
and Super-Kamiokande experiments. The χ2 was minimized with respect to the undisplayed
parameters.
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and covariance elements were:

S2
i ≡ S2(xi) =

1

n

n
∑

k=1

(xk
i − µi)

2 (C.6a)

V̂ij =
1

n

n
∑

k=1

(

(xk
i − µi)(x

k
j − µj)

)

. (C.6b)

The elements of the error matrix were used to calculated the correlations between

observables due to the survival probability. Finally the effective set of rates, uncer-

tainties, and correlation matrix were tested as a regular data set using the grid-scan

method outlined in Chapter 7, and the oscillation parameters were recovered with

the same accuracy.

After the final extraction of the SNO signals is performed with the combined fit of

the three phases, one should be able to test if the survival probability fit performed

directly in the SigEx code results in smaller constraints in the oscillation parameters,

due to the constrained nature of the SigEx formalism.
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