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Abstract

The neutrino fluxes from the neutral current (NC), charged current (CC), and

elastic scattering (ES) neutrino interactions in the salt phase of SNO have been

extracted. The signals were extracted above an energy threshold of 4MeV, which

is the lowest energy threshold at which the neutrino signals have been extracted

from SNO to date. To achieve this low energy threshold the internal and external

radioactive background signals have also been measured. The 8B neutrino fluxes for

the 4MeV threshold were found to be

ΦCC = 1.60 +0.04
−0.04 (stat) +0.06

−0.06 (syst) × 106cm−2sec−1,

ΦNC = 4.84 +0.16
−0.16 (stat) +0.29

−0.32 (syst) × 106cm−2sec−1,

ΦES = 2.75 +0.23
−0.23 (stat) +0.25

−0.26 (syst) × 106cm−2sec−1.

These results are in agreement with the values published in [1] and the NC flux is in

agreement with the standard solar model calculation from [2]. The published fluxes

were

ΦCC = 1.68 +0.06
−0.06 (stat) +0.08

−0.09 (syst) × 106cm−2sec−1,

ΦNC = 4.94 +0.21
−0.21 (stat) +0.38

−0.34 (syst) × 106cm−2sec−1,

ΦES = 2.35 +0.22
−0.22 (stat) +0.15

−0.15 (syst) × 106cm−2sec−1.

The uncertainties on the extracted NC and CC fluxes are significantly smaller than on

the published values. A comparison of the total uncertainty from flux measurements

presented here and those published are given below.

The shape of the CC energy spectrum has also been extracted with the 4MeV

energy threshold. The uncertainties on the extracted fluxes are smaller than what

was previously published. The CC spectrum gives a measure of the neutrino energy
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uncertainties presented here (%) uncertainties from [1] (%)
ΦCC

+4.6
−4.4

+5.9
−6.4

ΦNC
+6.8
−7.4

+8.9
−8.2

ΦES
+12.3
−12.6

+11.3
−11.3

shape distortion due to neutrino oscillations. The uncertainties on the lowest energy

bins in the extracted CC spectrum are much larger than the predicted distortion. We

are therefore not sensitive to the upturn in the neutrino survival probability at lower

energies predicted by neutrino oscillations in the large mixing angle (LMA) region.
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Chapter 1

Introduction

The Sudbury Neutrino Observatory (SNO) is a heavy water (D2O) Cherenkov de-

tector built to detect solar neutrinos. SNO is located 6800ft below the ground in an

active nickel mine is Sudbury Ontario, Canada. The detector consists of one kilotonne

of heavy water in an acrylic sphere surrounded by light water (H2O) which is instru-

mented by nearly 10000 photomultiplier tubes (PMTs) to detect the resulting light

from the neutrino interactions. The light water shields against external neutrons,

radioactivity in the PMTs and from the rest of the cavity. The deep underground

location helps to shield against cosmic ray background, especially cosmic ray induced

muons.

Only electron type neutrinos are generated in the sun. The neutrinos are produced

in the fusion reactions in the sun or in the β+ decay of the fusion daughter products.

Table 1.1 shows the reactions in the proton-proton fusion chain in the sun that

produce neutrinos and the corresponding neutrino energy. SNO is only sensitive to

the 8B and hep neutrinos. Table 1.2 shows the reactions in the carbon-nitrogen-

oxygen chain. The neutrino fluxes are calculated according to the standard solar

1



model (SSM). The SSM is a collection of models that describe how the sun works.

The primary goal of the SSM is to model the energy generation and transport in

the sun. The SSM should be a solution to an evolutionary equation that satisfies

boundary conditions. Constraints on the SSM are a fixed mass, a total luminosity,

a fixed outer radius, and an elapsed time that corresponds to the age of the sun,

4.6 × 109 yr. The initial chemical composition and entropy are put in and the SSM

is applied numerically to return the conditions of the sun at the present time. The

major input parameters and input functions to the SSM are nuclear parameters, solar

luminosity, solar age, equation of state, elemental abundances, and radiative opacity.

The nuclear parameters involve the fusion reactions in the sun. These are summarized

in tables 1.1 and 1.2. The most important of the nuclear parameters are the fusion

reaction cross-sections. The elemental abundances affect the radiative opacity which

in turn affects the temperature-density profile of the sun. The energy transport due

to photon radiation is dependent on the radiative opacity. Photon radiation is the

primary mechanism for energy transport in the central regions of the sun. This is

particularly important in determining the neutrino flux since neutrinos are generated

in the central region of the sun. The equation of state gives a relation between

the pressure and density. The values returned by the SSM are the mass fractions

of hydrogen, helium and the heavier elements, the spectrum of acoustic oscillation

frequencies at the surface of the sun, and most importantly, the neutrino fluxes. A

strong test of the SSM is its ability to predict p and s-mode vibrations near the surface

of the sun. The p and s-mode vibrations are sensitive to the input parameters and

there is little room to adjust the input parameters while still agreeing with the p and

s-mode observations [3].

The neutrino fluxes resulting from the various reactions are shown in figure 1.1
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Reaction ν energy (MeV)
p + p → 2H + e+ + νe (pp) ≤ 0.424
or
p + e− + p → 2H + νe (pep) 1.422
2H + p → 3He + γ
3He + 3He → α + 2p
or
3He + 4He → 7Be + γ
7Be + e− → 7Li + νe (90%) 0.861

(10%) 0.383
7Li + p → 2α
or
7Be + p → 8B + γ
8B → 8Be∗ + e+ + νe < 15
8Be∗ → 2α
or
3He + p → 4He + e+ + νe (hep) ≤ 18.77

Table 1.1: Nuclear reactions in the proton-proton (pp) chain. The corresponding
neutrino energies are also shown. Results are taken from [3].

Reaction ν energy (MeV)
12C + p → 13N + γ
13N → 13C + e+ + νe ≤ 1.199

13C + p → 14N + γ
14N + p → 15O + γ
15O → 15N + e+ + νe ≤ 1.732

15N + p → 12C + α

Table 1.2: Nuclear reactions in the carbon-nitrogen-oxygen (CNO) cycle. The cor-
responding neutrino energies are also shown. Results are taken from [3].
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as calculated by the SSM. What are shown are the fluxes from the various reactions

as a function of neutrino energy. It is evident that most of the neutrino flux from the

sun is from the pp reaction. In fact, almost 91% of the neutrino flux is from the pp

reaction and less than 0.01% is from the 8B reaction that SNO is sensitive to.
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Figure 1.1: Solar neutrino spectra predicted by the Bahcall-Pinsonneault standard
solar model. The fluxes from the continuum sources like pp for example are in units
of cm2 per s per MeV, while the line sources are in units of cm2 per s. The dashed
curves are for the CNO reactions. Figure taken from [3].

SNO was built to solve two long standing problems in neutrino and solar physics.

In the earlier solar neutrino experiments the number of detected neutrinos was much

smaller than the number expected from the sun. The issue then arose whether the

solar model that predicts the number of neutrinos from the sun was wrong, or if

neutrinos experience a flavour change as they travel from the sun to the earth. Since

earlier neutrino experiments only detected electron type neutrinos flavour change

could explain the observed deficit.
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The earliest solar neutrino experiments detected neutrinos through radiochemical

processes. The first and probably most important of the initial experiments is the

37Cl experiment conceived by Ray Davis Jr. which was located deep underground

in Homestake gold mine in South Dakota. The 37Cl experiment detected neutrinos

through the reaction

νe +37 Cl → e− + 37Ar (1-1)

The Homestake experiment, which began taking data in 1968, consisted of a 10000

gallon tank of C2Cl4. The 37Ar was extracted chemically from C2Cl4. The extraction

process was done every few months for a period of about 15 years. The typical

number of extracted 37Ar atoms was 15, an amazing achievement considering there

were about 1030 atoms in the tank. After subtracting the predicted background

due to cosmic rays the measured solar neutrino flux from the 37Cl experiment is

(2.56 ± 0.16)SNU [4]. The SNU (Solar Neutrino Unit) is a unit of neutrino flux

defined as the product of the neutrino flux with a theoretical cross section for neutrino

absorption. A SNU is then defined to be 10−36s−1. The total predicted neutrino flux

that the 37Cl experiment should observe, which cannot detect neutrinos from the pp

reaction since νe +37 Cl → e− + 37Ar has a threshold of 0.814MeV, is 7.9SNU [3].

This discrepancy is the beginning of the solar neutrino problem. Experiments that

followed the Homestake experiment also saw similar deficits in the observed number

of neutrinos compared to the SSM prediction. Table 1.3 compares the various solar

neutrino experiments to the SSM prediction. For all the experiments the results differ

from the SSM prediction to a very high degree of statistical significance.

As one can imagine, a substantial effort has gone into explaining the deficit in

the observed number of solar neutrinos. If it is assumed that the SSM prediction is

correct, then the cause of the deficit has to be in the nature of neutrinos themselves.
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Experiment Reaction SSM measured/SSM
Homestake νe + 37Cl → e− + 37Ar 7.6+1.3

−1.1 0.34 ± 0.06
GALLEX + GNO νe + 71Ga → e+ + 71Ge 128+9

−7 0.58 ± 0.07
SAGE νe + 71Ga → e+ + 71Ge 128+9

−7 0.59 ± 0.07
Kamiokande νe + e → νe + e 5.05 +1.01

−0.81 0.55 ± 0.13
Super-Kamiokande νe + e → νe + e 5.05 +1.01

−0.81 0.48 ± 0.09

Table 1.3: Summary of neutrino experiments and their comparisons to the SSM.
Also shown are the SSM predictions for the various experiments. The values quoted
are in terms of solar neutrino units (SNUs). This table is adapted from [5].

The most widely accepted theory is that of neutrino flavour oscillations. Neutrino

oscillations were first proposed by Bruno Pontecorvo in 1957 [6] and developed further

by Bilenky and Pontecorvo [7]. The oscillation theory was developed further to

include oscillations in matter by Wolfenstein [8] and then by Mikheyev and Smirnov

[9]. Neutrino flavour oscillations arise from the assumption that the neutrino flavour

states are different than the neutrino mass eigenstates. In general we can then write

|νe〉 = cos θ|ν1〉 + sin θ|ν2〉 (1-2.a)

|νf〉 = − sin θ|ν1〉 + cos θ|ν2〉 (1-2.b)

where

|νe〉 is the electron neutrino flavour eigenstate,

|νf 〉 is a different flavour eigenstate,

|ν1〉, |ν2〉 are mass eigenstates with masses m1 & m2, and

θ is the mixing angle.

Since the flavour eigenstates are not eigenstates of the Hamiltonian, H, the neutrino

flavour states will go through quantum mechanical oscillations. At some later time t
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the neutrino flavour eigenstate will be

|ν(t)〉 = e−iE1t cos θ|ν1〉 + e−iE2t sin θ|ν2〉 (1-3.a)

= ce(t)|νe〉 + cf(t)|νf 〉, (1-3.b)

where

E1, E2 are the energies of the mass eigenstates, and

ce(t), cf(t) are the probability amplitudes of the electron and non-electron flavour

eigenstates respectively at some later time t.

Since the solar neutrino detectors prior to SNO were only sensitive to electron type

neutrinos at the solar neutrino energies, an oscillation of the electron flavour neutrino

into a different flavour would result in an observed deficit in the neutrino flux. The

neutrino oscillation theory is developed in more detail in chapter 2.

The Super-Kamiokande experiment, located in Kamioka, Japan, is the most re-

cent Cherenkov detector before SNO. It consists of a large cylinder of light water

surrounded by PMTs. It has about 50 times the volume of SNO. While Super-

Kamiokande also sees a deficit in the expected number of solar neutrino, they also see

evidence that neutrinos oscillate from one flavour to another from their atmospheric

neutrino measurement. The Super-Kamiokande collaboration have measured the at-

mospheric neutrino flux as a function of zenith angle and has found a deficit in the

muon type neutrino flux for the zenith angle region corresponding to events that are

going through the earth. Their result is inconsistent with the no neutrino oscillation

hypothesis to a very high degree of confidence [10].

The use of heavy water has allowed SNO to directly measure neutrino flavour

transformation in solar neutrinos. Through the use of heavy water SNO is able to
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both detect electron type neutrinos exclusively and also to measure the total flux of

all flavours of neutrinos. The three neutrino interactions that take place in SNO are,

νe +2 H −→ p + p + e− (1-4)

νx +2 H −→ νx + p + n (1-5)

νx + e− −→ νx + e− (1-6)

where νx refers to any of the active neutrino flavours. The threshold of equation 1-4,

the charged current (CC) neutrino interaction is 1.4MeV, and the threshold for the

neutral current (NC) interaction (equation 1-5) is 2.2MeV. The threshold for these

reactions means that SNO is only sensitive to the 8B and the hep neutrinos. The

elastic scattering (ES) interaction (equation 1-6) is sensitive to all neutrino flavours

but with a ∼7 times greater sensitivity to electron type neutrinos over the other

flavours. The Super Kamiokande experiment has also measured the ES interaction

and their result is much more statistically precise than the SNO ES result due to their

much larger volume. For the first results published by the SNO collaboration [11]

the SNO CC neutrino flux was compared with Super Kamiokande ES measurement.

This comparison resulted in the first measurement of solar neutrino flavour change.

Since the CC interaction is only sensitive to electron flavour neutrinos and the NC

interaction is sensitive to all flavours, a comparison of the fluxes measured through

the CC and NC interactions would give direct evidence for neutrino flavour transfor-

mation. The later SNO results ( [12], [13], and [1]) of the CC and NC neutrino fluxes

have confirmed both the SSM prediction for the 8B neutrino flux and that neutrino

flavour change occurs.

There are three phases to the SNO experiment. The first phase was the pure D2O

phase where nothing was added to the D2O volume. The pure D2O phase started
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taking data in November of 1999. Although the CC flux was measured with good

sensitivity in the pure D2O phase, the neutron capture efficiency with D2O alone

above the analysis threshold is only 14%. Therefore the number of detected NC

events measured in the pure D2O phase was about a third of the measured number of

CC events. In the next phase of SNO salt (NaCl) was dissolved into the D2O. While

the salt concentration was only 0.2% by weight, 35Cl has a much higher neutron

capture cross section than 2H. Therefore the sensitivity to the NC interaction was

actually increased by a factor of three in the salt phase. The neutron detection

efficiency measurement for the salt phase is largely my work and is described in detail

in this thesis. In the third phase the salt was removed and neutral current detectors

(NCDs) were put in the D2O. These consist of forty tubes filled with 3He that run

from the bottom to the top of the D2O volume. The NCDs are only sensitive to the

NC interaction and offer a NC measurement that is independent of the CC and ES

data. The analysis of the NCD phase data is still in progress.

The work presented in this thesis is on the analysis of the salt phase data. The

results from the salt phase data have already been published with a neutrino energy

threshold of 5.5MeV [13], [1]. The flux results for the three neutrino interactions in

SNO were,

ΦCC = 1.68 +0.06
−0.06 (stat) +0.08

−0.09 (syst) × 106cm−2sec−1,

ΦES = 2.35 +0.22
−0.22 (stat) +0.15

−0.15 (syst) × 106cm−2sec−1,

ΦNC = 4.94 +0.21
−0.21 (stat) +0.38

−0.34 (syst) × 106cm−2sec−1.

These CC and ES results are in agreement with previous solar neutrino experiments,

and the NC result is in agreement with the SSM calculation for the total 8B neutrino
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flux.
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Chapter 2

Neutrino Oscillation Physics

The interaction of neutrinos with matter is well understood and is explained by the

weak interaction in the standard electroweak model. Through the exchange of W or

Z bosons neutrinos can interact with other particles, primarily electrons and quarks,

in what is described as a vector − axial vector interaction. The standard electroweak

model has been confirmed by experimental data. In the standard electroweak model

there are three flavours of neutrinos, νe, νµ, and ντ . These correspond to the three

charged leptons e, µ, and τ . The sun can only produce electron flavour neutrinos.

Since SNO confirms the SSM prediction of the 8B neutrino flux with its NC mea-

surement (which is sensitive to all neutrino flavours) and sees about a third of the

expected neutrino flux with the CC measurement (which is only sensitive to electron

type neutrinos) the solar neutrinos must be going through a flavour change on the

way to the earth.
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2.1 Neutrino Oscillations

The agreed upon theory for neutrino flavour change is that neutrinos oscillate from

one flavour state to another. In neutrino oscillation theory neutrino oscillations can

occur in a vacuum and in matter. Matter oscillations, explained by the MSW effect,

will be described later in this chapter. We will begin by looking at neutrino vacuum

oscillations. Following the description outlined in [3], we will denote the flavour

eigenstates corresponding to νe, νµ, and ντ with Greek subscripts, |να〉 for example.

The mass eigenstates will be denoted with numerical subscripts, |ν1〉, |ν2〉, and so on.

At any time we assume that the neutrino is in a superposition of the three flavour

eigenstates,

|ν〉 = Ae|νe〉 + Aµ|νµ〉 + Aτ |ντ 〉. (2-1)

The neutrino mass eigenstates satisfy the Schroedinger equation

H|νj〉 = Ej|νj〉j=1,2,3 (2-2)

where Ej are the energies of the mass eigenstates. In general, the mass eigenstates of

the Hamiltonian, |νj〉, are not the same as the flavour eigenstates, |να〉. There must

then be some linear unitary transformation matrix, U , that relates the flavour basis

to the mass basis. The neutrino state as some future time t can thus be expressed in

terms of the mass eigenstates,

|να〉t = Uαje
−iEjt|j〉 (2-3)

where e−iEjt is the time varying Hamiltonian.
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2.1.1 Two Neutrino Mixing

The simplest way to understand neutrino oscillations is through the case of the solu-

tion of two neutrino mixing. Also, for solar neutrinos most of the mixing is assumed

to be between ν1 and ν2. For the two neutrino case the transformation matrix U is

U =









cos θv sin θv

− sin θv cos θv









(2-4)

with θv being the vacuum mixing angle. We can then express the time evolution of

the νe state as:

|νe〉t = cos θve
−iE1t|ν1〉 + sin θve

−iE2t|ν2〉. (2-5)

The probability for a νe to remain a νe is

|〈νe|νe〉t|2 = 1 − sin2(2θv) sin2(
(E2 − E1)t

2
). (2-6)

For relativistic neutrinos we have that the square of the energy is equal to the sum

of the square of the momentum and the square of the mass,

E2 = p2 + m2, (2-7)

E = p

√

1 +
m2

p2
. (2-8)

Since the neutrino momentum is much larger than the neutrino mass we use the

Taylor expansion to get

E ∼= p +
m2

2p
(2-9)

If momentum is conserved, and the momentum of both the neutrino mass eigenstates

are the same, then we have,

E2 − E1 =
m2

2 − m2
1

2E
. (2-10)
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The neutrino survival probability is then

P (νe → νe, t) = |〈νe|νe〉|2 (2-11.a)

= 1 − sin2(2θ) sin2(
∆m2t

4E
), (2-11.b)

with

∆m2 = m2
2 − m2

1, (2-12.a)

E = neutrino energy. (2-12.b)

Determining the parameters ∆m2 and sin2(2θ) determines the neutrino survival prob-

ability. The parameter sin2(2θ) gives the neutrino oscillation amplitude and is de-

termined by measuring the difference between the total solar neutrino flux as given

by the SNO NC measurement and the electron type neutrino flux as given by the

CC measurement. The ∆m2 parameter changes the neutrino oscillation frequency.

Measuring the energy dependence of the CC flux provides a constraint on the ∆m2

parameter.

2.1.2 Matter Oscillations and the MSW Effect

Electron type neutrinos passing through the sun and the earth can interact with mat-

ter via the weak interaction. This interaction effectively changes the potential energy

in the Hamiltonian which in turn changes the oscillation amplitude and frequency.

The agreed upon theory for neutrino oscillations in matter is known as the MSW

effect after its discoverers Mikheyev, Smirnov, and Wolfenstein [9, 8]. Good descrip-

tions of the MSW effect can also be found in [14] and [15]. In the MSW effect

a potential energy term that represents the potential from electron type neutrinos
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interacting with electrons is added to the Hamiltonian,

V =
√

2GfNe, (2-13)

where Gf is the Fermi coupling constant and Ne is the local electron number density.

The Hamiltonian for neutrinos passing through matter is given by

H =









m2
1 cos2 θ+m2

2 sin2 θ

2E
+
√

2GF Ne
∆m2

2E
cos θ sin θ

∆m2

2E
cos θ sin θ

m2
1 sin2 θ+m2

2 cos2 θ

2E









, (2-14)

where θ is the still the vacuum mixing angle and the subscript v has been dropped.

Maximal mixing occurs when the diagonal elements of the Hamiltonian are degener-

ate. It is obvious that with the right choice of electron number density, Ne, this can

occur. If we choose Ne such that

m2
1 − m2

2

2E
cos 2θ = −

√
2GF Ne (2-15)

then the resonance condition is reached. The mixing angle in matter is related to the

vacuum mixing angle by

sin2 2θm =
sin2 2θ

sin2 2θ + (l/le − cos2 θ)2
(2-16)

where the vacuum oscillation length is

l =
4πE

∆m2
(2-17)

and the neutrino-electron interaction length is

le =
2π√

2GFNe

. (2-18)

We notice that sin2 θm has a maximum at l/le = cos 2θ, which corresponds exactly

to the MSW resonance condition found above. The maximal mixing angle is then
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obviously π/4. It is interesting to note that the MSW resonance depends on the

energy of the neutrinos. Therefore neutrinos of different energy can have varying

degrees of matter oscillation. In the analysis presented in this thesis the CC energy

spectrum is measured down to an energy of 4MeV and compared to the spectrum

expected from MSW spectral distortion.

Although we now know that the vacuum mixing angle is large, even if the vacuum

mixing angle were small the matter mixing angle can still be at a maximum, π/4, if

the neutrino passes through the necessary electron density. From SNO’s salt phase

neutrino flux measurements [1] the mixing angle is determined to be 33.9 degrees.

While this is not maximal mixing, it lies in the large mixing angle (LMA) solution

region for neutrino oscillations. The LMA region refers to neutrino oscillation solu-

tions which have a mixing angle θ of around π/6 up to the maximal mixing angle

of π/4. Different values of sin2 θ and ∆m2 will give different measured flux rates for

various neutrino experiments. Therefore by doing a combined fit to various neutrino

experiments the allowed solutions for sin2 2θ and ∆m2 can be constrained. Figure 2.1

shows the allowed regions of tan2 θ and ∆m2 space derived from various experiments.

Figure 2.1 is taken from [1] and uses the standard convention of plotting tan2 θ in-

stead of sin2 2θ. What is shown in panel (a) of figure 2.1 is the allowed region from

a combined fit to the SNO salt and pure D2O phase data, and the other solar neu-

trino experiments including Homestake, GALLEX, SAGE, and Super-Kamiokande.

The bottom panel, panel (b), shows the combined fit when the KamLAND result is

included. KamLAND is a reactor anti-neutrino experiment in Japan. It consists of

1 kilotonne of liquid scintillator and detects anti-neutrinos from 53 nuclear reactors

in the surrounding area. KamLAND is much more sensitive to ∆m2 than the solar

neutrino experiments. We can see this by rewriting equation 2-11 in terms of the
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distance the neutrinos travel, L:

|〈νe|νe〉|2 = 1 − sin2(2θ) sin2(
∆m2L

4E
). (2-19)

The sin2(∆m2L
4E

) term introduces an overall phase to the oscillation. Since the distance

L is fixed for KamLAND the only parameters that can effect the phase are ∆m2 and

the energy E. The solar neutrino experiments detect neutrinos after they have gone

through matter enhanced oscillations so they are not so sensitive to ∆m2.

2.2 Other Neutrino Oscillation Theories

Although the MSW effect and in general three neutrino mixing is generally assumed

to be the mechanism for neutrino flavour change other theories do exist. Such as

mixing with a sterile neutrino [16], or non-standard neutrino interactions [17]. It

should also be noted that the MSW effect predicts an upturn in the neutrino survival

probability at energies below the SNO published threshold. This upturn has not yet

been observed. However, SNO and Super-Kamiokande are the only solar neutrino

detectors that are currently able to measure neutrino energy and with their energy

thresholds and uncertainties the predicted upturn would be hard to detect. Figure

2.2 shows the electron neutrino survival probability as a function of neutrino energy

as predicted by the LMA solution to the MSW effect. The SNO energy response is

included in the calculation. Since the threshold for the CC interaction to proceed

(Q-value) is 1.4MeV, a neutrino energy of 6.9MeV corresponds to the published salt

phase data threshold of 5.5MeV. The uncertainty at the published analysis threshold

is around 11%. It would be difficult then to observe the predicted upturn in the MSW

survival probability at the published energy threshold.
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solar neutrino (a) and to the solar data + KamLAND reactor data (b).
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2.2.1 Sterile Neutrino Mixing

Several theories attempt to give a mechanism that would suppress the predicted

upturn in the survival probability. One possibility is that the active neutrinos can

mix to one or more sterile neutrinos. Since the sterile neutrinos do not interact

with matter, oscillations of active neutrinos into sterile neutrinos would be seen as a

decrease in the survival probability. A possible way to add in sterile neutrinos is to

add a second mixing angle, α, that allows the active neutrinos to mix with a sterile

neutrino. Adding in a third mass eigenstate, ν0, sterile mixing can be described by

|ν0〉 = cos α|νs〉 + sin α(cos θ|νe〉 − sin θ|νa〉), (2-20.a)

|ν1〉 = cos α(cos θ|νe〉 − sin θ|νa〉) − sin α|νs〉, (2-20.b)

|ν2〉 = sin θ|νe〉 + cos θ|νa〉 (2-20.c)

where νa represents either νµ or ντ . It is proposed by [16] that no observed upturn in

the 8B neutrino energy spectrum can be explained by a small mixing angle, sin 2α =

10−5 − 10−3, with a light sterile neutrino, ∆m2
01 = 0.2 − 2 × 10−5eV 2. Figure 2.3

shows a fit to the Super-Kamiokande and SNO spectra using the predicted energy

spectrum after introducing a sterile neutrino with a small mixing angle [16]. It is

hard to notice any substantial difference in the quality of the fits. The lowest energy

bin for the SNO spectrum is 5.5MeV in outgoing electron energy. In the analysis

presented in this thesis the SNO energy threshold is extended down to 4MeV in recoil

electron energy. The predicted MSW and sterile mixing spectra are then fit to the

lower energy threshold data.
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Figure 2.2: Electron neutrino survival probability as a function of neutrino energy
as predicted by the MSW effect. An outgoing electron kinetic energy of 5.5MeV (the
current published threshold [1]) corresponds to the neutrino energy of 6.9MeV which
is indicated in the figure.
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Figure 2.3: Fit to the Super-Kamiokande and SNO energy spectra with the predicted
energy spectrum after introducing a small mixing angle with a sterile neutrino. Also
shown are fits to the data with the energy spectrum predicted from the MSW ef-
fect and with no spectral distortions. R∆ = ∆m2

01/∆m2
21 is the ratio of the sterile

mass squared difference to the active neutrino mass squared difference. The x-axis is
outgoing electron kinetic energy in MeV. The figure is taken from [16].
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Chapter 3

The SNO Detector

The Sudbury Neutrino Observatory observes all flavours of neutrinos through the

detection of the Cherenkov light produced in the charged current (CC), elastic scat-

tering (ES) and neutral current (NC) interactions. These interactions are described

by equations 1-4, 1-5, and 1-6. For the CC and ES interactions the outgoing electrons

will emit Cherenkov light as they slow down (if they have enough energy). In the NC

interaction, the outgoing neutron will most likely capture on 35Cl in the salt phase.

The resultant 36Cl is usually produced in an excited state which then de-excites with

the emission of γ-rays. These γ-rays can then Compton scatter electrons and the

Cherenkov light from these electrons are then detected. The Cherenkov light is de-

tected through the use of an array of 9456 20cm diameter Hamamatsu photomultiplier

tubes (PMTs) that look inward on the heavy water volume.

The centre of the SNO detector is at a depth of 2092 meters. Since other under-

ground neutrino detectors have different composition of their rock overburden it is

useful to express the depth in terms of meters of water shielding. The SNO depth is

estimated then to be at 6000 meters water equivalent. At this depth most of the cos-
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mic ray background is eliminated. The only cosmic ray induced particles that make

it through are muons and neutrinos. SNO only sees about three muons per hour.

Access to the SNO detector area is done through an elevator car down the main

mine shaft with the mining personnel. The detector area is located about two kilome-

ters from the exit point of the shaft. This distance is typically walked. The limited

access to the SNO lab area presented a challenge during the construction phase since

all material used for construction had to be taken in by elevator car. Heavy equipment

and heavy water were transported into the lab area by rail car.

3.1 SNO Detector Design

The SNO heavy water is contained in a spherical volume inside an acrylic vessel

(AV). The diameter of the sphere is 12 meters. The acrylic sphere was constructed

by bonding together 122 panels of ultraviolet transmitting acrylic. The thickness of

the acrylic sphere is 5.5cm in most places. A full technical description of the detector

can be found in [18]. To deploy calibration sources, there is an opening at the top

of the acrylic which resembles a chimney. The chimney or neck, as it is called by the

collaboration, is 1.5 meters in diameter and 6.8 meters high. It is also constructed

of acrylic. The acrylic sphere is suspended by ten ropes to the deck. The ropes are

connected to the acrylic at the belly of the sphere to rope groove panels that are

11.4cm thick. A diagram of the acrylic sphere and the suspension ropes is shown in

figure 3.1.

Since SNO was designed to detect a relatively rare low energy process, the interac-

tion of solar neutrinos, it is important that the radioactive backgrounds be minimized.

The acrylic chosen for the AV was measured to contain low concentrations of radioac-
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Figure 3.1: Diagram of the acrylic sphere containing the heavy water. The suspension
ropes and rope groove panels are also shown.
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tivity. The U and Th concentrations were measured to be less than 1.1 ×10−12g/g

in the acrylic. Monte-carlo simulations showed that this was acceptable. The ra-

dioactivity limits are set by the requirement that the total neutron background from

photo-disintegration is less than one tenth of the SSM prediction.

Surrounding the acrylic sphere there are 9456 PMTs mounted on a stainless steel

geodesic sphere. The diameter of the geodesic sphere is 18 meters. The face of the

PMTs is at a diameter of 17 meters. Therefore the spacing between the AV wall and

the PMTs is 2.5 meters. This geodesic sphere is known as the PMT support structure

(PSUP). For radioactive shielding the AV and PSUP are immersed in ultra pure light

water. The entire height of the cavity is about 30 meters. To prevent any material

from the surrounding rock from entering the ultra pure water the walls of the cavity

are covered with a layer of sprayed-on-concrete (Shotcrete) and a urylon plastic liner.

Figure 3.2 shows a schematic of the AV surrounded by the PSUP.

3.1.1 The Photomultiplier Tubes

As mentioned previously, there are 9456 inward looking PMTs attached to the PSUP.

To veto external background events like muons, there are 91 PMTs facing outwards

on the PSUP and 23 PMTs suspended in the external light water (outside the PSUP)

looking inward. The radius of PMTs at their widest point is a little over 10cm. The

PMTs have to adhere to strict specifications of maximum radioactivity levels. Specif-

ically, the uranium concentration was less than 120ng/g, the thorium concentration

was less than 90ng/g, and the potassium concentration was less than 0.2mg/g in the

glass. The glass was assayed before the manufacture of the PMTs to ensure that these

radioactivity levels were met. Besides low radioactivity, other important properties

for the PMTS are that they have a narrow spread in the photo-electron transit time,
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Figure 3.2: PMT support structure surrounding the acrylic vessel. Also shown is the
surrounding ultra-pure light water shielding and rock wall of the cavity.
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a high photon detection efficiency, and a low noise rate. The spread in the transit

time is less than 1.7ns and the noise rate is less than 8kHz at a charge gain of 107.

While PMTs are rejected if they have a noise rate over 8kHz, the typical noise rate

for a PMT in SNO is a few hundred Hz. The energy resolution and the position

resolution of the reconstructed event positions are largely dependent on the spread

in the transit time, the photon efficiency, and the noise rate.

By themselves the 9456 PMTs would have about a 35% photocathode coverage.

To increase this, reflectors are placed around the PMT to concentrate light back into

the PMT. This increases the effective coverage to 54%. Figure 3.3 shows a schematic

of the PMT with the surrounding concentrator. Another important constraint on the

PMT characteristics is that they must have a low failure rate since they cannot be

replaced during operation.

3.2 Electronics and Data Acquisition

For the neutrino events detected by SNO there at most will be on average one photon

hitting any given PMT. Therefore the PMTs must be operated in a mode in which

they are sensitive to single photoelectrons. Some fraction of the time a photon that

strikes a PMT will generate an electrical pulse. PMTs that generate an electrical pulse

are said to be hit PMTs. For each hit PMT, the PMT is identified, and the time

and charge of the electrical pulses are measured and recorded. The SNO electronics

must be able to handle background rates of more than 1kHz and a possible supernova

rate of 1MHz without introducing too much dead time. Figure 3.4 shows the path

the PMT pulses take through the SNO electronics chain. The signal processing is

divided up into 19 crates which each process signals from 512 PMTs. A waterproof
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Figure 3.3: The Hamamatsu R1408 Phototube and the surrounding light concentra-
tor.
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Figure 3.4: The SNO data acquisition electronics. Taken from [18].
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coaxial cable carries the signal and voltage from each PMT in groups of 8 to a PMT

interface card (PMTIC) at the rear of the crate. There are 16 PMTICS per crate.

The signal from the PMTICs then enters one of sixteen front end cards (FECs) where

it is processed by custom application specific integrated circuits (ASICs). One FEC

digitizes the signals from 32 channels, or PMTs, and the digital results are stored

in 4MB of onboard memory. The analog signal is then passed into a four channel

discriminator chip (SNOD) where any leading edge is observed by a fast discriminator

to determine when the PMT fired. Charge information is passed to an eight channel

charge integrator (SNOINT). Another chip set (QUSN7) provides analog memory,

a time to amplitude converter (TAC), and channel and trigger logic for the SNO

detector. The QUSN7 chip also receives the information from SNOD to start the

time measurement cycle which is used to generate a trigger for the event.

3.2.1 Generating an Event Trigger

The number of PMTs hit for a given event is defined as NHIT and is a function of the

energy of the event. Low NHIT events correspond to low energy events. These low

energy events are dominated by radioactive background. The radioactive backgrounds

occur at a rate too large for the SNO data acquisition to handle. Therefore a simple

hardware trigger is employed where only events that have more than 13 PMT hits are

recorded. For analysis we set a higher threshold and require 20 hits for an event, or

roughly 2MeV. Figure 3.5 shows a schematic representing the single channel timing

cycle. Since the diameter of the PSUP is 18 meters, the time that it takes photons

from a single Cherenkov event to reach different PMTs can differ by as much as 66ns.

The time spread could be even longer due to multiple reflections. The time window

then for the primary trigger was therefore set to 100ns. If 17 hits are detected within
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Figure 3.5: Single channel timing cycle. Taken from [18].
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a 100ns window a global trigger (GT) signal is sent back through the electronics

system. This trigger threshold can be adjusted by the software and is higher than

the 13 hit hardware trigger so as not to overwhelm the data readout. The timing

sequence shown in figure 3.5 and TAC are initiated for each channel on the leading

edge of the signal from the SNOD. The TAC is stopped when a GT is detected in the

electronics system or after 400ns from the start time. The dead-time introduced by

the 400ns time out is negligible.

For each GT event, a global trigger identification number (GTID), the time of

the trigger as recorded by a 10 and 50MHz clock, and the identification number of

each PMT are stored. From the identification of each PMT the position of the hit

PMTs for a given event are known. The digitized charges and their times from each

PMT are also stored. All this information is used to reconstruct the event position,

determine the energy, and generally determine all the required observables to extract

neutrino events.

3.3 Calibration of SNO

The calibration of the SNO detector is essential in understanding and testing the

response of the detector. Various algorithms are used to determine the best mea-

surement of various observables, including energy, position, direction, and time of

the event. The calibration program determines and tests the relationship between

each actual and measured observable. All calibration sources used in the heavy wa-

ter are deployed through the neck of the AV. Sources can also be deployed in light

water between the AV wall and the PSUP. Sources that go into the light water are

deployed through guide tubes that are accessible from the deck above the detector.
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A list of the calibration sources used by SNO are given in table 3.1. The most of-

ten used calibration sources are the pulsed nitrogen laser (Laserball), the 16N γ-ray

source, and the 252Cf fission neutron source. The Laserball is used for optical cal-

ibration and calibration of the PMT timing. The Laserball works by transmitting

light produced by a pulsed nitrogen laser through fibre optics into a light diffusing

sphere. The nitrogen laser is located on the deck, while the Laserball is deployed in

the detector. The dependence of the energy response on event position and direction

is also calibrated with the Laserball source. The 16N source is the primary energy

and position calibration source used by SNO. The 16N is generated by passing CO2

gas near a fast neutron generator. The (n,p) reaction on 16O produces 16N, which

is then transported to a source deployed in the detector through an umbilical tube.

The rate of the source can be varied by adjusting the CO2 flow rate or the neutron

output rate. The life-time of 16N is 7.13sec. This is long enough such that a sufficient

amount of 16N decays within the source geometry. Inside the source chamber there

is a PMT that detects β-particles from the decay of 16N. This allows one to identify

16N events that decay in the source chamber, and not in the umbilical. The 16N is

therefore a tagged source. The most important neutron calibration source used in

SNO is the 252Cf fission neutron source. The neutron calibration is described in detail

in chapter 5.

As mentioned above, the sources are deployed through the neck of the AV. The

calibration sources are either deployed in single or multi-axis mode. In single axis a

single rope is attached to the source and the source can only move up or down (in the

z direction). In multi-axis operation two more ropes are attached to the source which

can pull the source off the z axis in the x or y direction. The source position is most

accurately known during single axis deployment. Figure 3.6 shows a schematic of a
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Source Emitted particle Calibration
Pulsed nitrogen laser 337,369,385, optical, PMT timing

429,505,619nm light
16N 6.13MeV γ-rays energy, position reconstruction

252Cf fission neutrons neutron efficiency
8Li β spectrum energy non-linearity, position reconstruction

as a function of energy
Am-Be (α,n) neutrons neutron efficiency
U, Th β − γ decay backgrounds

Dissolved Rn spike β − γ backgrounds

Table 3.1: The primary calibration sources used by SNO. The particles that each
source emits and the calibration purpose of each source are also listed. Table has
been adapted from [1].

source deployed in multi-axis mode. The design of the source deployment system only

allows the source to be deployed at positions far from the central axis in the bottom

half of the detector. In the upper half only limited movement from the central axis

is allowed. The total coverage of the source deployment system is about 65%.
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Figure 3.6: Schematic of the deployment of a calibration into the heavy water in
multi-axis mode. Shown also are the sideropes that are necessary to move the source
in the x and y planes. If the source needs to be deployed in the light water then one
of the guide tubes can be used.
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Chapter 4

Data Selection and SNO

Observables

The neutrino candidate events in SNO make up a small fraction of the total number

of events detected. The radioactive background events in SNO cannot be separated

from the neutrino signal on an event-by-event basis. They can only be separated

statistically through a signal extraction. However there are a large fraction of back-

ground events that can be removed from the neutrino data through data selection.

Instrumental backgrounds and muon events can be easily removed from the data by

simple data cleaning cuts. These cuts are known as first order data cleaning cuts

since they can be applied before the vertex and energy information of the event is

reconstructed. The total event rate above the neutrino analysis energy threshold from

electronic noise is about one event per minute. This is much higher than the neutrino

rate. Without the first pass data selection cuts it would therefore be impossible to

extract a neutrino signal. After the event vertex is reconstructed the second pass

data selection can be applied. In the second pass data selection events can be re-

36



moved based on whether or not they reconstruct within a certain volume region, if

their energy is above a chosen threshold, or simply if the event has a bad fit and the

reconstruction algorithm does not converge.

4.1 First Pass Data Selection

The primary events that are removed through the first pass data selection are in-

strumental background events, electronic pickup events, AV neck events, muons, and

the spallation neutrons that follow the muon events. The first pass data selection

tags candidate events such as these so that they can be easily removed before data

analysis.

4.1.1 Flasher Events

Flashers are events caused by discharge in the PMT dynode chain or base that pro-

duces a large flash of light and electrical charge that is seen in the PMT and pickup in

the surrounding channels. They are categorized as instrumental background events.

The distinguishing feature of a flasher event are a large number of registered hits in

adjacent channels and a large number of hit PMTs on the other side of the detector.

4.1.2 Neck Events

These events are removed from the neutrino data. There are four PMTs in the neck

that are used to detect light in the neck. If at least two of those PMTs register a hit

then the event is flagged as neck event.
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4.1.3 Burst Events

The solar neutrino rate in SNO is about 15 detected neutrino events per day. There-

fore the probability that two or more events occur within a few seconds of each other is

extremely low. Potential background events are therefore removed by flagging events

that occur within a short a time of each other. There are three categories of events

that are flagged by the burst cuts. These types are classified according to the time

window used to search for event coincidences, the number of events inside the coinci-

dence window, and the number of PMTs hit for the events (Nhit). The first category

of burst events are tagged by the re-trigger cut. This cut requires that two or more

events occur within a 1000nsec window. There is no Nhit threshold for this cut. The

re-trigger cut removes all events occurring within 100msec of the first event. The

second class of burst events are tagged under the high Nhit cut. To trigger this cut

40 or more events must occur within a 1sec window with a minimum Nhit of 20. If

this happens then all data within 1sec is removed. Finally there is the high rate cut.

For this cut to apply two or more events must occur within a 100msec window with a

minimum Nhit of 60. The dead time for this cut is 1sec. Since most of the calibration

data is taken at a very high rate the burst cuts are not applied to calibration data

events.

4.1.4 Muons and muon followers

Muons and neutrinos are the only cosmic ray induced particles that make it to the

depth of the SNO detector. The muon rate in SNO is about three per hour, con-

siderably higher than the neutrino rate. The muon events themselves can be easily

tagged since they deposit a lot more energy in the detector than the neutrino events.
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A typical muon event generates enough light so that photons strike most of the PMTs

in the detector compared to about 50 PMTs for a typical neutrino event. Spallation

events that follow a muon generate a background to neutrino events that is much

more difficult to identify. To eliminate the possibility of these muon follower events

from entering the data set a dead time is introduced after a muon event of twenty

seconds. Muon events are tagged if five or more outward looking tubes are hit and

if 150 or more PMTs are hit. The Nhit criteria of 150 PMTs corresponds to roughly

20MeV of energy, considerably higher than the 8B neutrino energy spectrum. There

is also another tag that is applied to events that occur within 250 msec of an event

that has 150 PMT hits. This tags spallation neutrons that might follow a muon event

that was missed or an atmospheric neutrino event.

4.2 Second Pass Data Selection - Higher Order

Cuts

Most of the higher order cuts are implemented to reduce the background contami-

nation in the neutrino signal region. The second pass data selection is applied after

the energy and position of the events have been reconstructed. This data selection

is applied while analyzing the data and is dependent on the analysis one wants to

perform. Examples of higher order data cleaning cuts are an energy threshold cut

or a radial (fiducial volume) cut. For the analysis presented in this thesis an energy

threshold cut of 4MeV was used and the data were analyzed up to a radius of 576cm.

The total D2O volume extends to 600.5cm but the external radioactive backgrounds

dominate the signal near the acrylic vessel (AV). Cuts are also made on the event

isotropy to eliminate background and misreconstructed events. The isotropy of an
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event refers to the PMT hit pattern of an event relative to the reconstructed position

of the event. The isotropy is defined as the mean angle between any two hit PMTs

for a given event. For the analysis of the salt phase data the isotropy parameter used

was a function of the Legendre polynomials of the pair angles between the PMTs.

This parameter, designated β14, is defined as

β14 = β1 + 4β4, (4-1.a)

β1 =
2

N(N − 1)

N−1
∑

i=1

N
∑

j=i+1

cosθij , (4-1.b)

β4 =
2

N(N − 1)

N−1
∑

i=1

N
∑

j=i+1

1

64
(9 + 20cos2θij + 35cos4θij) (4-1.c)

where

θij is the angle between PMT i and j for a given event,

β1 is the first order Legendre polynomial of the pair angle,

β4 is the fourth order Legendre polynomial of the pair angle.

The CC and ES neutrino events produce single Cherenkov ring events that have a

different distribution in the β14 parameter than the multi-Cherenkov ring NC events.

For the salt phase analysis the neutrino data was analyzed in the β14 parameter range

between -0.12 and 0.95. Almost the entire neutrino signal falls within this region. A

large fraction of external background events that mis-reconstruct inside the heavy

water will have a β14 value above this range and therefore will be excluded by the

β14 cut. Also, this cut excludes events that are very isotropic that are probably

non-Cherenkov events which have a β14 value below -0.12.
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4.2.1 In-Time Ratio

The light that reaches the PMTs may go through multiple reflections off the AV, the

PMT glass, or the PMT reflectors. The reflected light reaches the PMTs later in time

than the direct, prompt, light. For most of the neutrino signal events the Cherenkov

light occurs within a prompt time window of the reconstructed time of the event.

The prompt time window is defined to be 10ns around the peak of the prompt light.

Figure 4.1 shows the number of PMT hits as function of the PMT hit time relative

to the time of the event for an 16N source calibration run.
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Figure 4.1: The number of hit PMTs as a function of the PMT hit time relative to
the calibrated event time for an 16N source . Most of the light falls within the prompt
peak. Taken from [1]
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For the neutrino data analysis an in-time ratio (ITR) cut is applied. ITR is the ratio

of the number of hit PMTs in the prompt time window of ±10ns compared to the

number of hit PMTs outside the window. For the salt analysis the ITR cut used is

ITR > 0.55

The ITR cut removes many of the flasher events described in section 4.1.1. The

flasher events have a flat PMT time distribution, presumably because of the light

generation mechanism during the discharge in the PMT base. This means that the

PMT hits for a flasher event are spread out in time with no real distinct peak corre-

sponding to prompt or late light. Therefore the ITR value for flashers falls outside

the cutoff of 0.55. The ITR cut may also remove some background events that orig-

inate near the PMTs or even within the PMTs themselves. The light produced by

outward going events near the PMTs could have a shallow angle of incidence upon

the PMTs and therefore could be almost fully reflected. For these events the late light

reflection peaks could be substantial compared to the prompt peak and therefore the

ITR condition would fail for these events.

4.3 Results of Data Cleaning Cuts

The number of events removed by the data cleaning is more than a hundred times

larger than the expected neutrino signal. Figure 4.2 shows the Nhit (number of hit

PMTs) spectra after applying the various first order and high level data cleaning cuts.

The flasher event cuts are part of the cuts labeled as the PMT instrumental cuts.

It is evident that a large amount of the data cleaning is done by these cuts. The

upper limit on the number of instrumental background events left in the neutrino

data set after the low level cuts were applied is 3. Therefore the efficiency of the low
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level cleaning cuts is very nearly 100%. The high level cleaning cuts are less efficient

however this efficiency is included in the neutrino flux determination.

Number of hit PMTs

E
ve

nt
s/

PM
T

 h
it

Raw data
PMT instrumental cuts
External light cuts
Pickup cuts
High level and fiducial volume cuts

1

10

10 2

10 3

10 4

10 5

10 6

10 7

40 60 80 100 120 140 160 180

Figure 4.2: The number of hit PMTs (NHits) distribution after applying the first and
higher order data cleaning cuts. The fiducial volume cut used for the higher order cuts
was 550cm. This means that events that reconstructed outside 550cm were removed.
Taken from [1]

As demonstrated in figure 4.2 the data cleaning cuts are very effective at removing

background events. The number of neutrino signal events that are removed by the

data cleaning cuts are correspondingly very small. Figure 4.3 shows the signal loss for

the three neutrino signals as a function of reconstructed detector energy due to the

second order cuts. The highest signal loss occurs in the lowest energy bins. The overall

integrated signal loss is very small. The plots have been generated from Monte-carlo
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calculations of the three neutrino signals.

 (MeV)effT
4 5 6 7 8 9

Si
gn

al
 lo

ss
 (

%
)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

(a) CC

 (MeV)effT
4 4.5 5 5.5 6

Si
gn

al
 lo

ss
 (

%
)

0

0.2

0.4

0.6

0.8

1

(b) NC

 (MeV)effT
4 4.5 5 5.5 6 6.5 7 7.5 8

Si
gn

al
 lo

ss
 (

%
)

0

0.5

1

1.5

2

2.5

(c) ES

Figure 4.3: Signal loss for the three neutrino signals as a function of energy from the
higher order cuts. The bins with no value are the energy bins in which no signal loss
was measured.

The total integrated signal loss in the energy range of 4MeV to 20MeV for the three

neutrino signals are summarized in table 4.1.
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Signal Signal loss (%)
CC 0.26%
NC 0.13%
ES 0.68%

Table 4.1: The integrated signal loss from 4MeV to 20MeV for the three neutrino
signals. The neutrino analysis in this thesis is for an energy threshold of 4MeV
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Chapter 5

Neutron Calibration of SNO

The neutron detection efficiency is a critical parameter needed to determine the num-

ber of neutrons generated from the number of neutrons detected. This parameter

is a critical element of the calibration of each of the phases of the SNO experiment.

In the pure D2O phase most of the NC neutrons that captured within the D2O vol-

ume captured on deuterium. However, a little over 50% of neutrons did not capture

within the D2O and were capture in the AV and light water. With the addition of

salt most captures are on 35Cl and the detection efficiency is approximately 3 times

higher compared to the pure D2O phase. Natural chlorine contains 24.2% 37Cl how-

ever neutron captures are dominated by captures on 35Cl since the cross-section is

much higher for 35Cl, 43.6b compared to 0.05b. The neutron Monte-carlo contains

the proper abundances of chlorine and the other elements in SNO.

The neutron capture reaction on 35Cl produces 36Cl in an excited state. The 36Cl

then de-excites with a cascade of γ-rays with a total possible energy of 8.6MeV. These

γ-rays then Compton scatter electrons. The Cherenkov light of the electrons that are

above the Cherenkov energy threshold are then detected by the PMTs.
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As shown in Figure 5.1, the peak of the energy response in the salt phase is

higher than in the pure D2O phase so for a given energy threshold more neutrons

are accepted. Neutron detection efficiency is defined as the efficiency for detecting a

neutron produced anywhere within the 600cm radius of the acrylic vessel (AV) after

all the analysis cuts have been applied

ǫ =
NR,cuts

N
(5-1)

where

ǫ is the neutron detection efficiency,

NR,cuts is the number of detected neutrons inside a radial region R and with

all the analysis cuts applied, and

N is the total number of neutrons generated inside the 600cm volume.

The analysis cuts include all the first and higher order cuts described in chapter 4

and any energy threshold applied. For a neutron calibration source, the total number

of neutrons N is defined as

N = Rsl (5-2)

where

Rs is the neutron source rate in neutrons per second, and

l is the length of the calibration run.

To determine the neutron detection efficiency from calibration data it is therefore

important to know the source rate. The primary neutron calibration source used in
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Figure 5.1: Shown are neutron energy spectra for pure D2O (red) and salt (blue)
running periods. The vertical line represents the energy threshold for the published
salt papers.

SNO is a 252Cf spontaneous fission source. An 241Am-9Be (α, n) source is also used

to check the 252Cf calibration. Since the NC neutrons are generated uniformly inside

the heavy water volume the 252Cf calibration source is deployed at different radial

positions in the detector to get a volume weighted efficiency and to test how well

the Monte-carlo simulates the geometrical differences of neutron capture at known

locations. The point source efficiencies are fitted to an empirical function that agrees

well with the data. The neutron diffusion model [19] that had been used to model

neutron transport during the pure D2O phase was found to be insufficient for the

salt data. The neutrons produced in NC reactions have energies peaking at 100KeV

compared to energies peaking at 2MeV for 252Cf fission neutrons. Monte carlo studies

have been carried out to determine the neutron detection efficiency correction due to

this energy difference. Other corrections are also applied to the detection efficiency

measurement to account for source geometry and the non-uniform source sampling
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of the heavy water.

5.1 The Calibration Sources

Neutron response is calibrated primarily with neutrons produced by a 252Cf source

with secondary checks made by analysis of neutrons generated by an 241Am-9Be

source. To determine the neutron detection efficiency using the 252Cf fission source,

the absolute neutron production rate (source strength) had to be determined. Shown

in Table 5.1 are the results of four different techniques used in evaluating the source

strength. The 252Cf activity decays away with a half-life of 2.64 years, and the ref-

erence date for the source is taken as June 12, 2001 . The decay constant of the

source is taken into account in evaluating the source strength at the time of a given

calibration run. The 252Cf source contains a small fraction of 250Cf which also emits

neutrons but with a different multiplicity, and it has a longer life-time than 252Cf.

This is taken account in the source strength calculation. The 252Cf source decays by

α-emission and via spontaneous fission with the emission of a burst of neutrons. The

branching ratio for spontaneous fission is only 3.1% with rest being α decays. Along

with the neutrons, γ-rays are also emitted in the fission. The daughter products of

the fission can also β decay and emit β-delayed γ-rays.

The 252Cf source is encapsulated in an acrylic cylinder measuring about 5cm in

diameter and height. Right above the cylinder is an acrylic or Teflon stem approxi-

mately 30cm in length that attaches to a stainless steel weight cylinder. A drawing

of the source geometry is shown in Figure 5.2.

The Frish Grid and triggered Si(Li) methods both use an array of calibrated 3He

detectors to detect neutrons with the Si(Li) method being triggered on the fission
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Figure 5.2: Drawing of the 252Cf source geometry.
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daughter products of 252Cf. These two methods provide independent measures of

the source strength prior to source deployment in the SNO detector. In-situ measure-

ments of the source strength and efficiency have also been made from calibration data

during the pure D2O and dissolved-salt phases of the experiment. The D2O multi-

plicity method is an in-situ method used in the initial D2O phase of SNO running to

determine the detection efficiency and fission rate. In this method the distribution of

the number of neutrons detected in 2 second windows is plotted and then fit to the

multiplicity function. The probability for the 252Cf source to generate r neutrons is

given by a Gaussian

P (r) =
e

(r−µ)2

2σ2

(2πσ2)0.5
(5-3)

where the parameters have been measured to be

µ = 3.767 is the neutron multiplicity for 252Cf, and

σ = 1.57 is the width of the neutron multiplicity.

The above measurements are taken from [20]. The neutron multiplicity measure-

ments described in [20] were done by looking at the number of neutrons that capture

on Gd in a Gd-doped scintillator. The γ-rays that are produced in the de-excitation

of Gd stimulate light in the scintillator which is then detected by PMTs. The scintil-

lator output is triggered on the detection of the fission fragments from 252Cf. When

the neutron detection efficiency, ǫ, and fission rate, λ, are taken in to account the

probability for detecting d neutrons in a given time window is then

P (d) =
∞
∑

r=d

ǫd(1 − ǫ)r−d
∞
∑

N=1

e
(r−Nµ)2

2Nσ2

(2πNσ2)0.5
eλT (λT )N

N !
, (5-4)

where T is the time window. The detection efficiency, ǫ, and the fission rate, λ,

are the free parameters in the fit. Another technique, the time-series method, has
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been used in the salt phase to extract the neutron detection efficiency and the fission

rate by using the time separation between γ-rays and neutrons. As can be seen, the

various techniques are in good agreement and we employ a weighted mean as our best

estimate of the neutron source strength.

Table 5.1: Results of the various methods for determining the 252Cf source strength.
The source strength is determined for June 12, 2001.

Method Source strength (neutrons per second)
LANL Frisch Grid 16.75 ± 0.14
LANL Triggered Si(Li) 17.08 ± 0.43
D2O Multiplicity 16.33 ± 0.18
Salt Time-Series 16.46 ± 0.18
Weighted Mean 16.55 ± 0.08
χ2 Renormalized 16.55 ± 0.12

The other neutron source, 241Am-9Be, produces neutrons through the 9Be(α, n)12C∗

reaction with the α particles from the 241Am. The 12C de-excites with the emission

of a 4.4MeV γ-ray which can be used as a neutron tag.
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5.2 Burst Analysis Method for Selecting Neutron

Events

The 252Cf source emits γ-rays in coincidence with neutrons from spontaneous fis-

sion. Also, β-delayed γ-rays are also emitted from the fission daughter products. To

determine the neutron detection efficiency, neutron events have to be selected from

the rest of the source background. Since neutrons always come in coincidence with

the fission gammas, a ‘burst cut’ has been developed to select neutron events from

calibration data using the coincidence between fission γ-rays and neutrons. In salt,

the mean capture time for neutrons is 5.3 msec and all neutrons are captured after

approximately 40 ms. The mean time between fissions for the 252Cf source used in

SNO is about 250 ms. A fission γ candidate event is then selected by choosing events

with no events prior to it in a 50 ms window, and events in a window of 40 ms after

the selected first event are tagged as neutrons. Figure 5.3 shows how the neutrons

are selected. The selection efficiency for the burst method is defined as

ǫsel =
Nburst

N
(5-5)

where

Nburst is the number of neutron events selected from the burst method, and

N is the number of neutrons generated defined by equation 5-2.

The contamination of the selected neutron events by γ -rays from the source is defined

as

fγ =
Nγ

Nburst

(5-6)
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Figure 5.3: Diagram showing the neutron selection process of the ’Burst cut’ used
for the 252Cf source in salt. The open circles labeled as events that are not tagged
are due to random events from pileup of neutron bursts and from the decay of the
fission daughter products.

where Nγ are the number of γ -ray events in the selected neutron events. For the

burst analysis method applied to the 252Cf data we get

ǫsel = 0.4, and

fγ < 0.001.

So while we lose a substantial number of neutron events the source background con-

tamination is almost eliminated. Figure 5.4 shows the energy as a function of radius

from the source distribution for events reconstructing around the 252Cf source at cen-

tre. The left panel is the raw 252Cf data and the right panel is the data after the

’burst cut’ has been applied.

The efficiency of the burst cut algorithm can only be determined by knowing the

neutron detection efficiency. Therefore the selected neutron events from the burst

cut cannot be used to determine the neutron detection efficiency. However, the raw

252Cf calibration data is known to have a very small source γ-ray contribution above a
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Figure 5.4: Energy vs. reconstructed event radius for raw 252Cf data (left panel) and
the data after the ’burst cut’ has been applied.

threshold of T = 6.5MeV , therefore the selected neutron capture energy distribution

provided by the burst cut is used to extrapolate the total number of neutrons above

T = 6.5MeV to the total number of neutrons above the required energy threshold.

What is required then is the ratio of the number of events above the analysis threshold

to the number of events above 6.5MeV

k =
NTeff

burst

N6.5
burst

(5-7)

where

NTeff
burst is the number of neutron events selected from the burst method above the

analysis energy threshold, and

N6.5
burst is the number of neutron events selected from the burst method above 6.5MeV.

The neutron detection efficiency is then [21]

ǫ =
kN6.5

lRs

(5-8)
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where N6.5 is the number of events above 6.5MeV in the raw 252Cf data and l and Rs

are the length of the run and source rate as previously defined.
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5.3 Fitting to the Point Source Efficiency Mea-

surements

The 252Cf source was deployed in many positions to test our understanding of neutron

capture in the detector as extensively as possible. From measuring the detection

efficiency at all the source positions a volume weighted neutron detection efficiency can

be determined. The source was deployed all the way out to 600cm (the AV position)

in radius. However, due to limitations of the source deployment mechanism most of

these positions are in the bottom half of the detector (z<0). Corrections to a true

uniform distribution of neutrons are described later. At every 252Cf position a neutron

detection efficiency is measured. The neutron detection efficiency is defined as the

probability that a neutron produced at a given source position will be detected after

all analysis cuts and is determined using equation 5-11. The point source efficiency

results are fitted to an empirical model,

ǫ(s) = A(Tanh(B(s − C)) − 1) (5-9)

where ǫ(s) gives the neutron capture efficiency at source position s. There is no

physical motivation for this form and was chosen since the hyperbolic tan function

resembles the radial dependence of the neutron detection efficiency. The volume

weighted efficiency is then obtained from the ratio of integrals

ǫ =

∫ 600.5
0 s2ǫ(s)ds
∫ 600.5
0 s2ds

(5-10)

The AV can be thought of as a neutron sink since it has such a high cross-section

for capturing neutrons and the resulting γ-rays are below the threshold. Therefore as

the source is deployed further from the centre (closer to the AV) the neutron detection
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Figure 5.5: Shown are neutron capture efficiency vs radius curves for pure D2O (red)
and salt phase (blue) running periods.

efficiency decreases. Figure 5.5 shows the pure D2O and salt phase phase 252Cf point

source efficiency measurements fitted to the empirical model.

5.4 Systematic Uncertainties and Corrections on

the Calibration Data

The neutron detection efficiency relates the number of neutrons produced by the NC

reaction inside the full heavy water volume to the number of neutrons detected inside

the fiducial volume by

RD = ǫRNC (5-11)

where ǫ is the neutron detection efficiency measured using equation 5-10 and RD and

RNC are the detected and generated NC neutron rates respectively. The predicted
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flux of neutrons from the NC reaction is

RNC =
∫

∞

Emin,NC

dN

dEν

(Eν)σNC(Eν)dEν (5-12)

where

Emin,NC is the threshold for the NC interaction on deuterium (2.23MeV), and

dN

dEν

is the neutrino energy spectrum, and

σNC is the NC cross-section on deuterium.

The neutron detection efficiency derived from 252Cf data therefore must be corrected

so that it reproduces the NC detection efficiency. These corrections have uncertainties

that need to be included in the overall neutron detection efficiency uncertainty. Other

uncertainties associated with the 252Cf source have to be taken account of in the

detection efficiency measurement. The uncertainty on the source strength is 0.5%,

as summarized in table 5.1. Systematics uncertainties from the ’Burst Cut’ method

have also been checked. The timing windows of the burst cut have been varied and no

significant change in the neutron detection efficiency was seen. In terms of the source

deployment there is a 2cm uncertainty for single axis source deployment and as much

as a 10cm uncertainty for multi-axis deployment. This uncertainty is determined

from the uncertainties on the rope lengths and rope tensions as measured by the

manipulator system. The resulting uncertainty on the neutron detection efficiency is

+1.7
−1.0%. Figure 5.6 shows comparisons with the 252Cf source Monte-carlo and the radial

distributions from the data shifted by ±1%. The Monte-carlo is in agreement with

data within the source position uncertainty. During the salt phase the position of

the AV was determined to be 5.5cm below the centre of the PSUP. The position was

determined using single axis calibration runs where the source touched the bottom
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of the AV. The uncertainty on the AV position was estimated to be 6cm in the z

direction. This translates into an uncertainty of 0.3% for a 550cm fiducial volume.

This uncertainty was estimated by shifting the reconstructed z position of the events

and the location of the 550cm fiducial volume relative to the detector centre by 6cm.

These two effects almost entirely cancel each other out and that is why the uncertainty

due to the AV position is relatively small. Another systematic uncertainty arises from

how well the empirical fit matches the point source calibration data. A test of this

was done by fitting the point source efficiency distribution to a high order polynomial

and then comparing that efficiency result to the emprical model fit. The difference

between the neutron detection efficiency calculated from the empirical fit and the

efficiency from the polynomial fit is 0.4%. This is added as an uncertainty to the

neutron detection efficiency measurement. Figure 5.7 shows the point source 252Cf

efficiency measurements fitted to the empirical fit + a polynomial.

Corrections also have to be applied to the point source efficiency measurement to

convert it to a NC neutron efficiency. The most obvious difference between source

neutrons and NC neutrons is the neutron energy. NC neutrons have energies of about

100KeV compared to above 2MeV for 252Cf fission neutrons. This could be significant

since only thermalized neutrons are captured. The 252Cf neutrons would therefore

need a longer distance to thermalize and capture than NC neutrons. A comparison

has been made between Monte-carlo of uniformly distributed NC energy neutrons and

252Cf neutrons. There is a <0.1% change in the determined detection efficiency. As

mentioned before the source deployment positions are predominantly in the bottom

half of the detector (z<0). A Monte-carlo comparison has been done between 252Cf

energy neutrons at the same positions as the data and a uniform distribution of 252Cf

energy neutrons throughout the whole detector. The difference between point source
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Monte-carlo without any source geometry effects and uniform Monte-carlo was found

to be (2.45 ± 1.04)% This is applied as a sampling correction to the 252Cf volume

weighted data efficiency.

A small percentage of the 252Cf neutrons capture on the stem or the weight cylinder

and are not detected. A Monte-carlo study was done comparing 252Cf runs with and

without the source geometry. It was found that the correction that needs to be applied

to the neutron detection efficiency measured from the 252Cf data to compensate for

neutron captures on the source is (2.03 ± 0.53)%. Cf fission neutrons have a significant

cross section for 2H(n, 2n)1H and 16O(n, α)13C reactions. For NC neutrons, these

cross sections are negligible. Therefore the 2H(n, 2n)1H reaction would increase the

efficiency determined from Cf data compared to NC neutrons, and the 16O(n, α)13C

would act like a neutron sink and decrease the determined efficiency from Cf data.

Corrections due to these reactions are made to the detection efficiency determined

from 252Cf data and the size of the corrections are determined by comparing NC

Monte-carlo with Monte-carlo of Cf energy neutrons. By chance these corrections

almost fully cancel each other. Another correction that has not been mentioned

above is the Gamma fraction correction which deals with the fraction of γ-rays in

the calibration data above 7MeV. This correction is described in detail in the next

section. A summary of the corrections and systematic uncertainties are shown in

tables 5.2 and 5.3 respectively.

A full list of 252Cf run positions and uncertainties is given in tables 5.4,5.5, and

5.6.
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Table 5.2: Corrections applied to the neutron efficiency measurement from the data.

Source Correction
Source sampling −(2.45 ± 1.04)%
(n,2n) −(0.58 ± 0.10)%
(n,α) + (0.66 ± 0.13) %
Source geometry + (2.03 ± 0.53) %
Gamma fraction −(1.34 +0.56

−1.05)%
Total size of correction −1.73%

Table 5.3: Systematic uncertainties on the neutron efficiency measurement from the
calibration data. The uncertainties are presented as relative uncertainties.

Source Uncertainty
Source strength ±0.7%
Source position +1.7

−1.0%
Gamma fraction +0.56

−1.05%
AV position ±0.3%
(n,2n) ±0.10%
(n,α) ±0.13%
Source geometry ±0.53%
Empirical fit - polynomial fit +0.4%
Source sampling ±1.04%
Total uncertainty +2.31

−2.02%
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Table 5.4: 252Cf run positions with their respective efficiencies for the first part
of the salt phase. The source position uncertainty refers to the uncertainty on the
neutron detection efficiency due to a shift in the source position. We notice from
figure 5.5 that the detection efficiency changes very rapidly with radius for source
positions near 600cm. This explains why the efficiency uncertainty due to source
position uncertainty increases with radius.

Radial Position Run Eff. Stat. error Source Position Uncertainty

569.9 21010 15.5 ± 0.7 % +10.7
−12.5 %

569.9 21015 15.9 ± 0.8 % +10.7
−12.5 %

544.9 21017 27.4 ± 0.6 % +8.3
−8.3 %

520.0 21019 38.2 ± 0.5 % +5.0
−4.7 %

22.7 21023 55.1 ± 0.7 % +0.0
−0.0 %

278.0 22334 53.8 ± 1.1 % +0.0
−0.0 %

544.9 22338 28.5 ± 0.9 % +8.3
−8.3 %

495.0 22342 45.7 ± 0.5 % +2.7
−2.5 %

395.1 22344 54.2 ± 0.5 % +0.2
−0.2 %

574.9 22346 14.1 ± 0.7 % +14.0
−15.0 %

22.7 22348 54.3 ± 0.4 % +0.0
−0.0 %

397.1 22351 54.3 ± 0.9 % +0.2
−0.2 %

344.7 25710 54.8 ± 0.7 % +0.1
−0.1 %

360.3 25712 53.8 ± 0.7 % +0.1
−0.1 %

360.3 25714 54.8 ± 0.7 % +0.1
−0.1 %

375.1 25721 53.7 ± 0.8 % +0.1
−0.1 %

361.7 25723 55.0 ± 0.7 % +0.1
−0.1 %

371.6 25725 54.7 ± 0.7 % +0.1
−0.0 %
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Table 5.5: 252Cf run positions with their respective efficiencies for the 28000 series
of runs.

455.3 28472 50.5 ± 1.2 % +0.8
−0.9 %

524.0 28475 38.1 ± 1.0 % +4.9
−4.5 %

546.6 28477 28.2 ± 1.4 % +8.3
−8.1 %

544.8 28479 29.3 ± 0.8 % +7.9
−7.3 %

514.3 28481 41.7 ± 1.1 % +7.2
−7.0 %

514.3 28488 41.5 ± 1.9 % +4.6
−3.5 %

504.2 28490 43.5 ± 1.0 % +3.3
−3.1 %

475.8 28492 48.9 ± 1.1 % +1.5
−1.4 %

464.3 28494 50.5 ± 1.2 % +1.1
−1.2 %

485.9 28512 46.9 ± 1.2 % +2.0
−1.8 %

445.6 28515 52.4 ± 1.2 % +0.8
−0.8 %

589.4 28517 9.5 ± 1.3 % +11.3
−13.4 %

589.1 28521 9.0 ± 1.7 % +11.9
−12.8 %

495.8 28523 45.2 ± 1.0 % +2.7
−2.4 %

294.0 28525 54.8 ± 1.1 % +0.0
−0.0 %

332.6 28527 55.2 ± 1.1 % +0.0
−0.0 %

332.6 28529 55.0 ± 1.1 % +0.0
−0.0 %

5.9 28535 54.6 ± 0.6 % +0.0
−0.0 %
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Table 5.6: 252Cf run positions with their respective efficiencies for the 31000 series
of runs.

5.5 31137 54.8 ± 1.2 % +0.0
−0.0 %

445.9 31139 51.6 ± 1.2 % +1.1
−1.0 %

257.5 31141 55.1 ± 1.2 % +0.0
−0.0 %

444.9 31143 51.9 ± 1.2 % +0.9
−0.8 %

544.8 31145 27.0 ± 0.9 % +8.7
−8.9 %

524.7 31148 35.6 ± 1.1 % +5.9
−5.5 %

515.5 31150 39.0 ± 1.1 % +4.9
−4.8 %

505.2 31152 43.1 ± 1.0 % +3.7
−3.4 %

495.1 31154 45.5 ± 1.0 % +2.8
−2.5 %

483.9 31156 47.9 ± 1.2 % +2.1
−1.9 %

475.5 31158 48.8 ± 1.2 % +1.7
−1.4 %

455.3 31162 51.1 ± 1.2 % +1.1
−0.9 %

571.7 31164 13.9 ± 1.1 % +11.2
−11.9 %

374.6 31166 55.4 ± 0.9 % +0.1
−0.0 %

451.3 31168 49.6 ± 1.1 % +0.9
−0.7 %

443.7 31170 54.6 ± 0.9 % +0.7
−0.7 %

358.8 31173 54.1 ± 1.0 % +0.1
−0.0 %

22.3 32344 55.3 ± 1.5 % +0.0
−0.0 %

22.3 32519 53.6 ± 1.7 % +0.0
−0.0 %

22.3 33737 54.9 ± 0.7 % +0.0
−0.0 %

598.9 33739 4.9 ± 2.2 % +11.7
−12.8 %
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5.5 Determining the Fission Gamma Fraction Above

6.5MeV

As mentioned previously, calculating the neutron detection efficiency requires extrap-

olating the number of events in the raw 252Cf data above 6.5MeV to the number of

events above the required energy threshold using the burst selected neutron energy

distribution. There is however a small fraction of events above 6.5MeV that are fis-

sion γ-rays that have to be taken into account. In equation 5-8 the term N6.5 is

assumed to represent only the number of neutrons above 6.5MeV in the raw 252Cf

data. However it is known that there is a small contamination of source γ-rays in

the 252Cf data above 6.5MeV. It is therefore necessary to determine the γ fraction

above 6.5MeV in the raw 252Cf data so that the N6.5 term in equation 5-8 can be

adjusted to represent only the number of neutron events. In pure D2O clean neutron

events can be easily selected from fission γ-rays by taking events that reconstruct

more than 150cm from the source since in pure D2O the path length for neutrons is

much longer than γ-rays. To get the γ fraction in the salt phase the 252Cf data in the

interim pure D2O phase will be used in a combined fit with the salt phase data. The

interim D2O phase occurred after salt was removed in preparation for neutral current

detector (NCD) deployment. To start with, the γ-ray energy spectrum in pure D2O

can be determined by

dN

dEγ

=
dN

dEr<150

− α
dN

dEnd

(5-13)

where dN
dEr<150

is the energy spectrum of the events that reconstruct inside 150cm from

the source in D2O, and dN
dEnd

is the neutron capture energy spectrum in D2O. The

raw 252Cf energy spectrum in salt is then
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dN

dECf

= β
dN

dEγ

+ δ
dN

dEns

, (5-14)

where dN
dEns

is the neutron capture energy spectrum in salt. By fitting to the raw Cf

energy spectrum in salt, shown in figures 5.8 and 5.9, the parameters α ,β, and δ can

be determined. The γ-fraction above 6.5MeV calculated using the method described

above is (1.39 +1.26
−0.56)%. This result relies on the energy spectra of the salt phase γ-

rays to be the same as the pure D2O phase γ-rays. To evaluate the sensitivity of

the analysis to the uncertainty due to changes in the energy calibration between the

phases the fits have been done with various relative energy scalings. The results are

summarized in table 5.7. The γ fraction for the 252Cf source was also estimated by

comparing it to the 241Am-9Be (α, n) source [22]. The γ fraction obtained from the

241Am-9Be comparison was (0.9 +1.4
−0.9)%. The weighted average of the two methods

gives a fraction of (1.20 +0.94
−0.48)%. This number still has to be corrected up by (12

+0
−12)% to account for the change in γ fraction as a function of radial source position.

After that correction is applied the γ fraction is (1.34 +1.05
−0.56)%.

Table 5.7: Gamma fractions determined for various D2O energy scale shifts.

Energy Scale Gamma fraction above 6.5MeV Chi2 /dof

+0% (1.39 ± 0.12)% 24.6
+1% (1.44 ± 0.13)% 28.8
+2% (1.56 ± 0.15)% 32.9
−1% (1.26 ± 0.10)% 18.2
−2% (1.33 ± 0.09)% 68.8
+5% (2.50 ± 0.23)% 37.9
−5% (1.04 ± 0.15)% 77.4
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Figure 5.8: Fit to the raw Cf energy spectrum in salt. The points are the Cf data and
fit curve is the sum of the neutron energy spectrum, dN

dEns
, and the γ energy spectrum,

dN
dEγ

, as outlined by equation 5-14. The fit gives a poor χ2 value which is reflected

in the large uncertainty assigned to the derived γ fraction. The fit is poor since it
assumes a certain energy scale difference between the interim D2O phase and the salt
phase. This scale is varied and is included in the uncertainty on the γ-fraction. The
x-axis label of RSP Energy refers to the total reconstructed energy of the event.

α δ

β 0.448 0.182
α 0.869

Table 5.8: Parameter correlation coefficients.

70



2 4 6 8 10 12
0

5000

10000

15000

20000

25000

30000

Figure 5.9: The fitted γ energy spectrum, dN
dEγ

(red curve), and the fitted neutron

energy spectrum, dN
dEns

(blue curve), that contribute to the fit shown in figure 5.8.
The sum of the neutron and γ energy spectra is shown in figure 5.8. The x-axis is
the total reconstucted energy of the event and the y-axis are the number of events
per 0.5MeV energy bin.
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5.6 Final Neutron Detection Efficiency and Com-

parisons with Monte-carlo

A summary of the final neutron detection efficiency results and a comparison with

252Cf Monte-carlo is shown in table 5.9. The neutron detection efficiency derived

from the 252Cf data is in agreement with the Monte-carlo within the uncertainty

assigned. Figure 5.10 shows the 252Cf radial efficiency distribution compared to the

Monte-carlo of NC neutrons. The shaded region in the figure is the uncertainty on the

252Cf detection efficiency measurement with an additional 1% radial reconstruction

uncertainty. The radial reconstruction uncertainty is incorporated in the neutrino flux

extraction. It was specifically left out of the neutron detection efficiency measurement

to avoid double counting of uncertainties.

Efficiency

Cf data all corrections (40.7 ± 0.5 +0.9
−0.8)%

Cf source at centre (run 21023) (55.7 ± 1.3)%
Cf MC at centre (run 21023) (55.6 ± 0.1)%

NC MC (39.8 ± 0.1)%

Cf data - Cf MC (volume weighted) −0.2%
Cf data (all corrections) - NC MC +2.21%

Table 5.9: Monte-carlo and data efficiency results and comparisons. The term ’Cf
data (all corrections)’ in the last row refers to the volume weighted neutron detection
efficiency derived from Cf data after all the corrections listed in table 5.2 have been
applied.
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Figure 5.10: Comparison of neutron detection efficiency for Monte-carlo simulated
NC events (data points) and that derived from 252Cf calibration data (shaded band)
as a function of volume weighted radius, ρ.
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5.7 Cf and AmBe Source Comparisons

The 241Am-9Be source emits neutrons in coincidence with a 4.4MeV γ-ray. Since

neutrons take a while to capture, the 4.4MeV is detected before the neutron. A burst

cut similar to that applied to the 252Cf source can be used on the 241Am-9Be data

to select neutron events. Since there is only one neutron following a 4.4MeV γ-ray,

the burst cut has been modified so that only bursts that have exactly one event after

the first event in 40msec window are accepted. Figure 5.11 shows a schematic of the

burst cut as it is applied to the 241Am-9Be data.

40ms window

50ms lag

40ms window

Gammas

Rejected events

Clean neutron events

Timing Cut For AmBe Data

Figure 5.11: Schematic of the burst timing cut used on AmBe data.

The effectiveness of the burst cut on the 241Am-9Be data is demonstrated in Fig-
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ures 5.12 and 5.13. Figure 5.12 shows the raw 241Am-9Be energy as a function of

radius for an 241Am-9Be run in the centre, and Figure 5.13 shows the same distribu-

tion but after the burst cut has been applied. It is clear that the burst cut removes

the 4.4MeV γ-ray source background.
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Figure 5.12: Energy as a function of radius for the raw 241Am-9Be data before the
burst cut is applied for a source at the centre. The low energy events near the source
are the 4.4MeV γ-rays from the source. The colour scale represents the number of
events per radius-energy bin.

It is hard to get an independent detection efficiency from the 241Am-9Be source

since the source strength is not known and the ratio of γ-rays to neutrons is only

known to within 10%. However it is useful to compare the energy and radial dis-

tributions between the two sources to verify the proper selection of neutron events.
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Figure 5.13: Energy as a function of radius for the clean 241Am-9Be data after the
burst cut was applied for a source at the centre. We notice the absence of low energy
events near the source compared to figure 5.12. This is because the burst cut has
removed the 4.4MeV γ-rays from the source.
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Figure 5.14 shows the comparisons of the energy distributions between the 241Am-9Be

and 252Cf sources and between 241Am-9Be and neutron Monte-carlo. The burst cut

has been applied to select neutron events from both sources. A further comparison

is shown in Figure 5.15 which shows the normalization between the 241Am-9Be neu-

tron energy distribution and the 252Cf and Monte-carlo energy distributions. It is

clear from these figures that the events selected by the burst cut are neutrons since a

non-neutron γ-ray contribution would show up as a low energy peak.
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Figure 5.14: Comparison of the selected AmBe neutron energy distribution with
the Cf (panel (a)) and Monte-carlo (panel (b)) neutron energy distributions. There
is an excess of events below 4MeV in the Cf energy distribution compared to the
AmBe distribution. This excess can be attributed to Cf source β and γ backgrounds.
There is an apparent excess of events around the peak of the energy distribution
for the AmBe data. However from figure 5.15 panel (a) which shows the bin by
bin normalization between the AmBe energy data indicates that this excess is just a
statistical fluctuation.

The same comparisons as have been done for the energy distributions have also

been done for the radial distributions. The γ-rays from the 241Am-9Be and 252Cf

sources reconstruct closer to the source than the neutrons. Figure 5.16 shows the

radial distribution of selected neutron events from the 241Am-9Be source with the
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Figure 5.15: The bin by bin normalization between the AmBe neutron energy dis-
tribution and the Cf energy distribution (panel (a)), and the normalization with the
Monte-carlo neutron energy distribution (panel (b)). The normalization is shown
above an energy of 4MeV.

radial distribution of Monte-carlo generated neutrons. Since there is not a significant

increase in the number of events that reconstruct close to the 241Am-9Be source it

can be concluded that the burst cut has removed the source γ-rays.
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Figure 5.16: Comparison of the AmBe neutron radial distribution with the neutron
Monte-carlo (panel (a)) and the bin by bin normalization between the AmBe neutron
radial distribution and the neutron Monte-carlo radial distribution (panel (b)).
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Chapter 6

Radioactive Backgrounds

The SNO heavy water volume is extremely pure of radioactive backgrounds. Some

have even described the centre of the SNO detector as the most radioactive and cos-

mic ray background free spot in the universe. While this might be an exaggeration, it

is very difficult to think of other places where a similarly radio-pure environment nat-

urally exists. This section will focus on the radioactive backgrounds in SNO. There

are also cosmic ray backgrounds, muons, and instrumental backgrounds but most of

these can be eliminated by low level data-cleaning cuts applied to the data. The ra-

dioactive backgrounds in SNO can be classified as external and internal backgrounds.

The sources of external background are radioactivity in the AV, the light water, and

the PMTs. The internal backgrounds arise from radioactivity in the heavy water.

Equation 6-1 lists the contributions to the external and internal backgrounds in the

SNO neutrino signal region.

Bext = AVBi + AVT l + H2OBi + H2OT l + PMTβ−γ, (6-1.a)

Bint = D2OBi + D2OT l + D2ONa (6-1.b)

where
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AVBi are the number of events due to Bi activity on the AV,

AVT l are the number of events due to Tl activity on the AV,

H2OBi are the number of events due to Bi activity in the light water,

H2OT l are the number of events due to Tl activity in the light water,

PMTβ−γ are the number of events due to β-γ decays at the PMTs ,

D2OBi are the number of events due to Bi activity in the heavy water,

D2OT l are the number of events due to Tl activity in the heavy water, and

D2ONa are the number of events due to Na activity in the heavy water.

A great effort has been taken to minimize the amount of radioactivity so that

the neutrino signal region is not dominated by backgrounds. All materials used in

the construction of the detector were carefully measured and selected to ensure that

they would not provide a significant radioactive background. The ”onion skin” design

of the detector starts with the most radioactive materials- mine rock and concrete

on the outside, then the PMTs and support structure, two meters of pure water

shielding, the acrylic vessel, and the heavy water. The levels of uranium and thorium

are on the order of parts per million for the rock, parts per billion for the PMTs

and support structure, parts per trillion for the AV and parts per 1015 for the heavy

water. Acrylic from various processors was measured and specially prepared acrylic

was chosen to minimize backgrounds. Low radioactivity glass for the PMTs was

obtained from Schott glass. Figure 6.1 shows the 232Th and 238U levels in the heavy

water volume as a function of time for the entire salt phase running period. SNO

is sensitive to all γ-rays that have energies above the Cherenkov threshold and high
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Figure 6.1: Uranium and thorium levels in the the heavy water as a function of time
for the salt phase running period. The large increase in the uranium concentration
measurements from the radon assays at about 600 days is due to a radon spike that
was purposely put in the detector to aid in low energy background calibration.
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energy γ-rays can photo-disintegrate deuterium. These can be troublesome since

photo-disintegration neutrons are very similar to NC neutrons. SNO is particularly

sensitive to γ-rays which are above 2.2 MeV and can therefore disassociate deuterium

to produce neutrons. Such γ- rays come from the β − γ decays of 208Tl, which is

part of the 232Th chain, and from β − γ decays of 214Bi, a daughter of 238U. 208Tl

β decays with a total energy of 5MeV with the branch observed by SNO being a

1.8MeV β and the dominant β-delayed γ branch being 2.6MeV. 214Bi decays with

a 3.27MeV β with the highest energy subsequent γ being 2.2MeV. Figures 6.2 and

6.3 show the uranium and thorium decay chains giving 214Bi and 208Tl. Another low

energy radioactive background is the β decay of 24Na. The 24Na background is unique

to the salt phase of SNO since the heavy water in the salt phase obviously contains

NaCl. This background arises from neutrons capturing on 23Na producing 24Na. The

24Na decays with a 1.4MeV β followed by two γ-rays of 1.39MeV and 2.75MeV and

has a lifetime of 15 hours. Since the probability for a neutron to capture on 23Na

is very low, 1 in 380, a large flux of neutrons is required to produce a significant

amount of 24Na. These neutrons are produced during calibration running. 24Na can

obviously be produced during running of the AmBe and 252Cf neutron calibration

sources. However, since the photo-disintegration energy threshold of the deuteron is

only 2.2MeV, neutrons can also be produced during running of the 238U, 232Th, and

16N 6.25MeV γ source. Since 24Na has a lifetime of 15 hours, a large fraction of the

24Na background can be eliminated by removing neutrino data that falls in a certain

time window after a given calibration run. The length of this time window depends

on the calibration source and how long the source was in the detector. In the analysis

presented in [1], the 5.5MeV kinetic energy threshold used ensured that very few 24Na

background events made it into the neutrino signal window. However, the amount of
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24Na photo-disintegration neutrons that remained in the neutrino signal region was

calculated and then subtracted from the fitted number of neutral current (NC) events.

In the analysis presented in this thesis an energy threshold of 4MeV kinetic energy

was chosen. This means a significant number of 24Na β−γ decays reconstruct within

the neutrino signal window. For the lower energy threshold analysis therefore the

24Na background events are extracted using the same signal extraction method as for

the neutrino signal. This analysis is described in chapter 8. SNO is sensitive to the

Cherenkov light produced by all the β − γ decay sources listed in equation 6-1. Most

of these β − γ sources will also give rise to photo-disintegration neutrons inside the

neutrino signal region. The internal and external photo-disintegration backgrounds

are summarized by equation 6-2.

Next = AVBi,n + AVT l,n + H2OBi,n + H2OT l,n, (6-2.a)

Nint = D2OBi,n + D2OT l,n + D2ONa,n (6-2.b)

where the subscript n denotes the photo-disintegration neutron arising from the cor-

responding β − γ decay. There is no neutron component from the PMT background

since the γ-rays from the β − γ decays in the PMT material do not make it inside

the heavy water volume. The internal photo-disintegration neutron background is

indistinguishable from the NC signal and is determined from measuring the number

of decays from the β−γ backgrounds listed in equation 6-2 and then using the photo-

disintegration cross-section to determine the number of neutrons produced. For the

internal background sources listed in equation 6-2 approximately 1 in every 300 γ-rays

above the photo-disintegration threshold will produce a neutron.
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Figure 6.2: Radioactive chain of 238U. The background that SNO is particularly
sensitive to comes from the 214Bi β decay.
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Figure 6.3: Radioactive chain of 232Th. The background that SNO is particularly
sensitive to comes from the 208Tl β decay.
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6.1 Background Measurement Techniques

There are two methods by which the radioactive backgrounds are measured in SNO.

The first method is to fit for the number of 214Bi and 208Tl decays in the neutrino data

using the β14 isotropy parameter, described by equation 4-1, in an energy window of

4.0 to 4.5MeV. In the 4.0 to 4.5MeV energy window, 214Bi primarily decays through

a 3.27MeV β to the ground state where as 208Tl decays with a 1.8MeV β followed

by a 2.6MeV subsequent γ. Since 214Bi is a single particle β decay and 208Tl is a

β-γ decay 208Tl will have a more isotropic hit pattern than 214Bi . Determining the

background level by extracting its level from the data is known as the in-situ method

for determining radioactive background. For the analysis published in [1], a 5.5MeV

threshold was used so the background analysis window of 4.0 to 4.5MeV is outside the

neutrino analysis window. The number of background events found in the background

window was then extrapolated into the neutrino analysis window using the energy

distribution of the 214Bi and 208Tl backgrounds. In the analysis presented in this thesis

the neutrino analysis threshold is set at 4MeV, and the backgrounds to the neutrino

signal are fitted for along with the neutrino signals themselves. Therefore the in-situ

method used for the lower energy threshold analysis is fundamentally different from

the previous in-situ method in that the same data needs to be used for the neutrino

analysis and the background extraction. Both the neutrino signal extraction and the

background extraction are described in chapter 8.

A second method is called the ex-situ analysis and involves measuring the uranium

and thorium concentrations in the light and heavy water externally to the detector

volume. In the ex-situ analysis, the isotopic impurities are extracted from the water

by a variety of chemical techniques, purified, and the decays of the radium and radon
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parent isotopes to 214Bi and 208Tl are counted externally to the SNO detector. The

224Ra and 226Ra are extracted using beads coated with manganese oxide, MnOx, or

membranes loaded with hydrous titanium oxide, HTiO. The 2224Ra and 226Ra are

then extracted from the beads and counted in an electrostatic chamber [23]. For the

technique involving MnOx, radon daughters from the radium decays are identified

and counted using α spectroscopy. In the technique using HTiO, a β −α coincidence

is used to tag the daughters of the radium atoms. Over the entire salt running period,

16 MnOx and 6 HTiO assays were done. From these techniques the concentration

of 232Th was determined to be (1.76 ± 0.44 (stat.)+0.70
−0.94 (sys.))×10−15gTh/gD2O in

the heavy water [1]. The Monte-carlo calculations based on these background levels

find that for a 4MeV energy threshold and a 550cm fiducial volume this corresponds

to 270 ± 170 background events due to 208Tl in the neutrino data. This number

includes photo-disintegration neutrons. This number is added as a constraint on the

number of extracted 208Tl events in the neutrino signal extraction described in chapter

8. The ex-situ techniques only give an upper limit on the 238U concentrations and

therefore also on the number of events due to 214Bi in the neutrino signal. Therefore

the number of 214Bi events that are in the neutrino signal region are fitted for along

with the neutrino signals and other backgrounds. The concentration of 238U and

232Th is much higher in the light water than in the heavy water. In addition to the

MnOx and HTiO techniques, an additional radon assay technique is used to assay

the 238U and 232Th concentrations in the light water. For the radon assay, water is

taken from sample points in the light water volume. This water is then degassed to

remove the radon. The radon is then purified and collected in a cryogenic collector.

The α decays are then counted in a Lucas cell scintillator, ZnS, using a PMT [24].

During the salt running period 86 radon assays, 30 MnOx, and 13 HTiO assays were

88



performed. The measured concentration of 238U is 20.6 ± 5.0 ×10−14gU/gH2O and

of 232Th it is 5.2 ± 1.6 ×10−14gTh/gH2O. Even though these backgrounds are in the

light water, a substantial number of backgrounds are misreconstructed inside 550cm.

For a kinetic energy threshold of 4MeV and for a 550cm fiducial volume the ex-situ

238U and 232Th measurements correspond to 101 misreconstructed 208Tl events and

522 misreconstructed 214Bi events. Events in the external light water can also be fitted

for relatively easily when extracting the neutrino signal since the radial profile of the

external backgrounds is much different than the neutrino signals and the internal

heavy water backgrounds. Figure 6.4 shows the normalized radial distributions, ρ, of

the three neutrino signals and the external H2O
214Bi and 208Tl backgrounds. The

internal backgrounds are not shown but have a similar radial profile to the neutrino

signals. Since the radial distributions of the external backgrounds are much different

than the neutrino signals the external backgrounds are easily fitted for along with the

neutrino signals.
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6.2 Other Sources of Background

Neutrons can also be produced in the SNO detector from the (α,n) reaction. They

arise mostly from α emitting isotopes from the uranium and thorium chain that were

deposited on the AV during the construction phase of the experiment. Neutrons can

be produced through the (α,n) reaction through the following processes:

2H + α −→ n +1 H + 2.223MeV,

13C + α −→ n +16 0 + 2.215MeV,

17O + α −→ n +20 Ne + 0.5871MeV,

18O + α −→ n +21 Ne + 0.689MeV.

All 14 of the α emitters in the uranium and thorium chains give α energies that

are high enough to produce (α,n) reactions. In the heavy water, 222Rn is the main

source of (α,n) neutrons. However the contribution to the neutron background from

the (α,n) reaction is negligible compared to the AV (α,n) reactions. It is believed

that the AV may have accumulated radon daughters through electrostatic attraction

[25]. Acrylic, (C5H8O2)n, can facilitate (α,n) reactions through its C and O targets.

Very few of the neutrons actually produced in the AV actually make their way inside

a fiducial volume of 550cm since the neutron capture cross sections are very high

for acrylic and light water compared to heavy water. However, compared to the

number of expected NC neutrons the AV (α,n) background is significant and must

be accounted for.

One way to tag the (α,n) reactions is to look for a coincidence between the neutron

capture and any γ-rays produced in the reaction. The 17O and 18O (α,n) reactions
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can be followed by 2.2 and 2.7MeV γ-rays respectively. To look for these coincidences

one has to demand that the second event falls within 40msec of the first event, the

maximum time to capture for a neutron in salt. Since these γ-rays are relatively low

in energy, only a fraction of these events reconstruct above SNO’s energy threshold.

The 13C(α,n)16O reaction however has an excited state of 16O at 6.05MeV that can

be excited by 210Po α particles. The 6.05MeV excited state of 16O decays via a e+e−

pair. It is also possible to excite the 6.13MeV state of 16O which then decays through

a γ. The energy response is easier to understand for a single γ than an e+e− pair

but only 1.6% of the reactions excite the 6.13MeV state. Another way to look for a

coincidence is in the 2H(n,2n)1H reaction. The threshold for this reaction is 3.3MeV

and the (α,n) reactions usually produce fast neutrons. The 13C(α,n)16O reaction

for example can produce neutrons up to energies of 7.3MeV. The cross section for

(n,2n) however is quite low compared to simple elastic scattering on the deuteron,

and the neutron energy will quickly go below the 3.3MeV (n,2n) threshold as they

elastic scatter. Overall the coincidence method provides an estimate on the number of

(α,n) neutrons that is in agreement with other methods [26]. It is difficult however to

model the energy response to the e+e− pair near the AV so converting the coincidence

measurement to an (α,n) neutron number is hard. From the analysis done in [26],

the production rates of neutrons, Rn, electron pairs, Rπ, and 6.13MeV γ-rays by the

(α,n) reactions are

Rn =
1

2
Ai(Yacrylic + YHW ) +

1

2
Ao(Yacrylic + YLW ) + ABYacrylic, (6-3.a)

Rπ = 0.774BπYacrylic[
Ai + Ao

2
+ AB], (6-3.b)

Rγ = 0.774BγYacrylic[
Ai + Ao

2
+ AB] (6-3.c)
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where

Ai is the alpha activity on the inner surface of the AV,

Ao is the alpha activity on the outer surface of the AV,

AB is the alpha activity in the bulk of the AV,

Bπ is the branching ratio for the 6.05MeV state,

Bγ is the branching ratio for the 6.13MeV state,

Yacrylic is the neutron yield from the acrylic,

YHW is the neutron yield from the heavy water, and

YLW is the neutron yield from the light water.

The factor of 1
2

is due to the activity going inward or outward from the AV. The

factor of 0.774 in the Rπ and Rγ equations relates to the fraction of the neutron yield

due to 13C. The rate of measured neutron and electron pair coincidences can then be

expressed as

Rnπ = RnDnDπP (π : n) (6-4)

where Dn and Dπ are the detection efficiencies of the neutron and electron pairs and

P (π : n) is the probability for making a pair if a neutron is produced. Similarly, the

neutron and 6.13MeV γ-ray coincidence rate is

Rnγ = RnDnDγP (γ : n). (6-5)

Coincidence events can also be produced through the 2H(n, 2n)1H reaction. The

detection rate for these coincidences is

Rnn = Rn(Dn)2P (2n : n). (6-6)
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The detection efficiency can be broken up into three components,

Di = FiIiSi (6-7)

where the index i represents a neutron, γ-ray, or an electron pair, and Fi is a fiducial

volume factor, Ii is the detectable interaction probability, and Si is the detection

probability associated with applying an energy threshold. For γ-rays and electron

pairs Ii is 1 and for neutrons Ii is the capture efficiency which is significantly less

than 1 near the AV. Table 6.1 lists the neutron capture efficiencies for neutrons

generated on the inner surface of the AV, the AV bulk, and on the outer surface.

These efficiencies exclude energy threshold cuts.

Inner surface AV bulk Outer surface

Efficiency 0.476 0.342 0.219

Table 6.1: Neutron capture efficiency on the inner surface, bulk, and outer surface of
the AV.

The number of (α,n) neutrons determined from the coincidence analysis done in [26]

is 94 ± 32.

Direct α counting on the AV has been done by Hugh Evans, a professor at Queen’s

University and SNO collaboration member. An acrylic plate that is used to cover one

of the gate valves in the detector control room was used for the α counting. This

plate has been underground since November 1999, about the same time as the rest of

the AV. The α counting technique gives an upper limit of 129 (α,n) neutrons in the

salt data set [25]. This is in agreement with the coincidence measurement. There

has also been a measurement of the α rate in the neck of the AV below and above

the water level. The measured α rate below the water level is 1.8 ± 0.5 per cm2 per
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day and above the water level it is 9.2 ± 0.9 per cm2 per day. Using equation 6-3

for the neutron rate and a neutron yield from carbon of Yc = 1.0× 10−7 and neutron

yield from oxygen of Yo = 6.0 × 10−8 this translates into 54 to 273 neutrons in the

salt data set depending on what α rate is chosen. This range is in agreement with

other methods. It is not known whether the activity on the AV was dissolved in the

water or if the activity from the air was deposited on the AV.

6.3 Fitting for External Backgrounds

The 238U and 232Th concentrations in the light and heavy water can be measured ex-

ternally to the SNO detector as done in the ex-situ analysis. For the external neutron

backgrounds the coincidence method and the α counting methods were discussed. In

this section we will discuss the fitting for the external backgrounds using the neutrino

data. For the analysis in this thesis the backgrounds are fitted for along with the

neutrino signal in a maximum likelihood signal extraction. We will start with the

description of the fit for the external neutrons using the neutrino data.

A direct fit for the number of external neutrons has been done on the salt neu-

trino data. This is the method used in the neutrino analysis presented in this thesis.

Fitting for the (α,n) neutrons in the neutrino data provides the most direct and ac-

curate measure of the (α,n) neutron contamination. First done by Mark Boulay in

[27], the external neutron fit has been re-done on the reprocessed salt data set with

the number of β − γ events from the 214Bi and 208Tl backgrounds used as constraints

in the fits. A maximum likelihood technique is used to do a signal extraction on

the neutrino data to extract the number of (α,n) neutrons as well as the other back-

ground contributions. Monte-carlo calculations are done to generate the probability
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distribution functions, PDFs, that are used to extract the signals. A full description

of the maximum likelihood technique and how it is applied to extract the neutrino

and background signals is given in chapter 8. The success of the (α,n) neutron signal

extraction depends on the fact that the external neutron Monte-carlo radial PDF is

very much different than the internal heavy water backgrounds and NC signal, and

that the energy and β14 external neutron distributions are different than the other

external backgrounds. Figure 6.5 shows the radial and energy distributions of neu-

trons produced on the bulk of the AV that capture in the heavy water. Neutrons

produced by the (α,n) reaction on the AV have the same distributions. It is clear

that the radial distribution of the AV neutrons gives good separation against the in-

ternal backgrounds and neutrino signals. Since the neutron capture energy response

peaks around 6.3MeV, see chapter 5, AV neutrons are separated from the other exter-

nal backgrounds based upon their energy distributions since these other backgrounds

peak at much lower energies.

The external neutrons were fitted for in the radial region between 550 and 600cm.

Various energy thresholds were used to check the stability of the fit. Table 6.2 shows

the fitted number of AV neutrons in the neutrino data for various energy thresholds.

The lowest energy threshold used is 5MeV so that most of the β − γ backgrounds are

removed. For comparison purposes, the results shown are the fit results extrapolated

to a radial region within 550cm and an energy threshold of 5.5MeV kinetic energy.

The number of external neutrons are extracted using external neutron distributions

generated from a Monte-carlo calculation and from 252Cf data. The 252Cf data used

to generate the external neutron distributions were 252Cf runs in which that source

was touching the AV. This is not the same as the Monte-carlo, which is neutrons

generated in the bulk of the AV. The 252Cf source was deployed touching the inside
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Figure 6.5: Comparison of the radial distribution (panel a) and energy distribution
(panel b) of the AV neutrons to the neutrino signals and backgrounds.
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of the AV at the bottom and touching the top of the AV in the light water. Table 6.2

shows the number of fitted external neutrons is in agreement when either the Monte-

carlo generated distribution or the distributions generated from the 252Cf source on

the inside of the AV are used. If the 252Cf source on the outside of the AV is used then

number of fitted external neutrons is less than half of the number fitted for the source

on the inside. Table 6.1 indicates that the neutron capture efficiency on the outside

of the AV is less than half of the capture efficiency on the inside. This is in agreement

with the fit result. Figure 6.6 shows a comparison between the the radial and energy

distributions generated from Monte-carlo and 252Cf data. While slightly different,

the distributions are not different enough to give drastically different results in the

number of fitted neutrons. The fitted number of external neutrons is used to constrain

the number of external neutrons inside 550cm for the neutrino signal extraction.

Energy Threshold Monte-carlo PDF 252Cf inside 252Cf outside

5MeV 153 ± 37 — —
5.5MeV 144 ± 44 150 ± 49 70 ± 35
6MeV 173 ± 49 142 ± 48 67 ± 43

Table 6.2: Number of fitted external AV neutrons for various kinetic energy thresh-
olds. The left column of numbers is the extracted number of external neutrons when a
Monte-carlo calculation is used to generate the AV neutron distributions. The middle
column is the fitted number of external neutrons when the 252Cf neutron calibration
source touching the inside of the AV is used to generate the external neutron distri-
butions. The right column is the fitted number of external neutrons when the 252Cf
neutron calibration source touching the outside of the AV is used to generate the
external neutron distributions.
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Figure 6.6: Comparisons of energy (panel b) and radial (panel a) distributions be-
tween the external neutron Monte-carlo, 252Cf outside the AV, and 252Cf touching bot-
tom. The energy thresholds used in the fit for external neutrons are 5MeV, 5.5MeV,
and 6MeV. The energy threshold for both these plots is 4MeV.
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The most obvious way to fit for the external backgrounds is to use their radial

distributions since the radial distributions for the external backgrounds are much

different than the internal backgrounds or neutrino signals. The external backgrounds

are fitted for along with the neutrino signals using the radial distributions as the

primary separator, this analysis is shown in chapters 8 and 9. However, separation

between PMT β − γ events and other external backgrounds cannot be done using

the radial distributions alone since the radial distribution of the PMT β − γ events

are similar to the rest of the external backgrounds. To separate between the PMT

β − γ events and the other external backgrounds the PMT isotropy parameter, β14,

is mostly used. Events near or at the PMTs have a different isotropy distribution

than the other external backgrounds since the Cherenkov light from these events is

reflected off the PMT glass differently than the light water background events. Figure

6.7 shows the β14 distributions for the light water 214Bi and 208Tl external backgrounds

compared to the PMT β − γ background. The higher the β14 value the less isotropic

the event.

It is useful to extract the external backgrounds outside the neutrino signal region

and then use the estimated backgrounds as a constraint in the neutrino fit. This

reduces the uncertainty on the external backgrounds and since the number of fitted

neutrino events are somewhat correlated to the fitted number of background events

this also reduces the uncertainty on the neutrino signals.

In the salt phase of SNO the isotropy distribution of the PMT hit pattern for

events is one of the distributions used to extract the signals. The β14 parameter is

used as a measure of the isotropy. For the neutrino signal region the β14 parameter

is chosen to be between -0.12 and 0.95. This window was chosen so that a large

fraction of the misreconstructed background events would be cut but most of the
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Figure 6.7: β14 distributions of the 214Bi and 208Tl H2O backgrounds compared to
the PMT β − γ background.
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neutrino events would still remain. The β14 parameter is defined such that the higher

the β14 value the less isotropic the event. The external background β14 distributions

have long tails at the high end of the β14 scale that extend past 0.95, as shown in

figure 6.9. The high β14 values for the external backgrounds arise from events that

misreconstruct inside the D2O volume instead of outside the AV where the event

actually occurred. The misreconstructed events have the same PMT hit pattern as

the events that originate outside the AV but since they reconstruct in the D2O the

Cherenkov light appears to be much narrower and so is less isotropic. Figure 6.8

shows a schematic representation of this effect.

Misreconstructed event

D2O

Cherenkov ring from 
true position of event

H2O

AV

Figure 6.8: Schematic of the Cherenkov light cone for a misreconstructed event com-
pared to the light cone for the same event that reconstructs in the correct position.
The light cone for the misreconstructed event is much narrower and therefore has a
lower isotropy and a higher β14 value.
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The neutrino data set has been fit in the high β14 region between 0.95 and 2.0

to extract the number of external backgrounds. The external backgrounds that are

extracted are Bi and Tl in the H2O and the AV, and the PMT β − γ’s. Monte-carlo

PDFs are use for the AV and H2O backgrounds and Thorium source runs near the

PMTs are used to generate the PMT β − γ PDF. Figures 6.9 and 6.10 show the

β14 and radial distributions for external background PDFs in the β14 region of 0.95

to 2.0. The radial distributions shown in figure 6.10 are different than the external

background radial distributions for the neutrino signal window.

14β
1 1.2 1.4 1.6 1.8 2

14β
1 1.2 1.4 1.6 1.8 2

310

Tl AV

Bi AV

Tl H2O
Bi H2O

Figure 6.9: The β14 tail distributions for the external backgrounds.

The distributions used to fit for the external backgrounds in the high β14 tail region are

generated through Monte-carlo calculations. To verify the Monte-carlo, calibration

data from a radon spike in the H2O is used.
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Table 6.3 summarizes the results from the β14 tail fit. As a comparison the Bi and

Tl H2O numbers from the low energy background analysis [24] are also shown.

High β14 Fit Low Energy Background

Bi H2O 459 ± 56 522 ± 264
Tl H2O 135 ± 16 101 ± 57
Bi AV 159 ± 50 —
Tl AV 308 ± 80 —
PMT 216 ± 72 —

Table 6.3: Extracted number of external backgrounds after fitting in the β14 tail
region. The number of events are normalized to a 550cm fiducial volume, an energy
threshold of 4MeV kinetic, and the normal β14 region of -0.12 to 0.95. The high β14

fit refers to the external background fit done in the β14 tail region of 0.95 to 2.0 and
the numbers in the low energy background column refer to the results obtained from
the measurements made by the low energy background group [24].
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Chapter 7

The Neutrino Signals in SNO

SNO is only sensitive to the 8B and hep neutrinos from the sun. However the 8B

flux is a factor of about two thousand times higher than the hep flux, therefore for

the analysis presented here the input to the Monte-carlo is the 8B neutrino energy

spectrum as calculated by the standard solar model (SSM). The 8B spectrum used for

the SNO analysis is taken from Ortiz et al. [28]. The neutrino-electron and neutrino-

deuteron cross sections are taken from an effective field theory (EFT) calculation done

in [29]. The EFT calculation gives an uncertainty on the neutrino-deuteron cross

section of 3%. This uncertainty has to be included when converting from the extracted

number of neutrino events to an absolute neutrino flux.

7.1 The Neutral Current Interaction in the Salt

Phase of SNO

SNO can detect all flavours of neutrinos through the neutral current (NC) interaction

on deuterium,
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νx +2 H −→ νx + p + n

This interaction has a threshold of 2.224MeV so it is usually initiated by the 8B solar

neutrinos with a small contribution from the hep neutrinos. The reaction is detected

by detection of the outgoing neutron. In the pure D2O phase, the neutron captured

predominantly on 2H producing an 3H in an excited state. The 3H then de-excites

with emission of a 6.25MeV γ-ray which then can Compton scatter electrons. The

electrons above the Cherenkov threshold then emit Cherenkov light which is detected

by the PMTs. The average Cherenkov light produced by the electrons corresponds

to about 5.5MeV. This is less than the energy of the de-excitation γ-ray because

some of the scattered electrons will have energies below the Cherenkov threshold of

0.750MeV. The Cherenkov light produced in the NC interaction has no dependence

on the direction of the neutrino.

For the pure D2O phase running period the extracted number of neutrino events

for the three signals were 1967.7 CC events, 263.6 ES events, and 576.5 NC events

[12]. Therefore in pure D2O phase the NC signal was statistically limited compared to

the CC signal. In June of 2001 salt, about two tonnes of NaCl, was added to the heavy

water volume to give a concentration of 0.002 g(NaCl)/g(D2O). The neutron capture

cross section of 35Cl is much higher than that of 2H, 44mb compared to 0.5mb and

the sensitivity of SNO to the NC interaction was increased by a factor of 3 compared

to the pure D2O phase. Neutron capture on 35Cl produces an excited state of 36Cl

which then decays with a cascade of γ-rays with a maximum total energy of 8.6MeV.

The energies of the γ-rays with the highest relative intensity are shown in table 7.1.
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Eγ (MeV) I (%)

1.164 27.7
1.601 3.5
1.951 20.2
1.959 12.9
2.863 6.6
3.067 3.9
4.979 3.6
5.715 5.6
6.110 20.2
6.619 7.8
6.627 4.8
7.413 10.4
7.790 8.5

Table 7.1: γ-ray energies from the reaction 35Cl(n,γ). Shown are only the highest
intensity γ-rays (above 3%). The full cascade has over a hundred possible γ-rays.

7.2 The Charged Current Interaction in the Salt

Phase of SNO

The CC interaction is only sensitive to electron flavour neutrinos. The CC interaction

in SNO is given by

νe +2 H −→ p + p + e−

This interaction has a threshold of 1.4MeV and is detected through the Cherenkov

light produced by the outgoing electron. Other than being 1.4MeV lower, the energy

spectrum of the outgoing electron is very similar to the neutrino. This makes the

CC interaction very useful in measuring the energy spectrum of 8B neutrinos. Figure

7.1 shows the electron energy spectra for neutrino energies of 5, 10, and 15MeV. The

direction of the outgoing electron in the CC interaction is weakly correlated with the
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Figure 7.1: The CC differential cross section versus electron kinetic energy, Te, for
neutrino energies of 5, 10, and 15MeV. The plot is taken from [30] .
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direction of the incoming neutrino. Although there is only a weak correlation, the

CC electron directional distribution can be used to aid in the separation of the CC

interaction from background and NC events.

For the salt phase of SNO the response of the SNO detector to the CC interaction

is the same as that in the pure D2O phase since the concentration of salt added is

too small to effect the optics of the water. However, the addition of salt has made

the distribution of Cherenkov light from the NC interaction much more isotropic

than that of the CC interaction. This gives us additional information with which to

separate the NC from the CC interaction. A large part of the uncertainty on the

CC flux measurement in the pure D2O phase was the correlation between the NC

and CC events. Being able to separate between NC events and CC events using

Cherenkov light isotropy is therefore a major advantage of the salt phase over the

pure D2O phase in terms of reducing the uncertainty on the extracted number of CC

and NC events. The event isotropy comparison between the NC and CC interactions

is discussed in chapter 8. The biggest advantage of being able to separate NC and CC

events in terms of event isotropy is that the shape of the CC energy spectrum can be

determined without relying on knowing the 8B neutrino energy spectrum. Extracting

the neutrino energy spectrum allows for testing of the spectral distortions produced

by the MSW neutrino oscillation theory. Figure 7.2 shows the energy spectrum of

CC events as a function of outgoing electron energy with the SNO detector response

included. The dashed blue curve is the CC spectrum for an undistorted 8B spectrum

and the red curve is the oscillated 8B spectrum using the LMA solution to the MSW

oscillations with mixing parameters of tan2θ = 0.4 and ∆m2 = 7.1×10−5. The LMA

solution predicts an upturn at lower energies. The analysis presented in chapters 8

and 9 extracts a CC energy spectrum down to an electron energy of 4MeV.
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7.3 The Elastic Scattering Interaction in the Salt

Phase of SNO

The elastic scattering interaction is given by,

νx + e −→ νx + e

This interaction is sensitive mostly to electron flavour neutrinos with a weak sensi-

tivity to other flavours of about 1/7 that of the electron flavour. The response of

the SNO detector to this interaction is unchanged for the salt phase compared to the

pure D2O phase. SNO is not as sensitive to the ES interaction as it is to the other

2 neutrino signals. For example, in the pure D2O phase there were 7 times more CC

events extracted than ES events. Due to momentum conservation, the most probable

direction of the scattered electron will be the same as the incoming neutrino. There-

fore the cos θsun distribution of ES events, which is the distribution of the cosine of

the angle between the sun and the reconstructed event direction, will have a peak at

angles corresponding to directly away from the sun. Since the other neutrino signals

have cos θsun distributions that have little or no correlation with the solar direction

the ES events can be easily separated based upon the cos θsun distribution.

7.4 Background Signals in the Salt Phase of SNO

To extract the neutrino signals down to a 4MeV energy threshold we need to include

all known backgrounds in the SNO detector. As discussed in chapter ??, the radioac-

tive backgrounds in SNO are 214Bi, 208Tl, and 24Na in the heavy water, 214Bi and

208Tl in the light water, external (α,n) neutrons, and PMT β−γ events. The internal

112



and external Cherenkov backgrounds were summarized by equation 6-1

Bext = AVBi + AVT l + H2OBi + H2OT l + PMTβ−γ,

Bint = D2OBi + D2OT l + D2ONa

and the neutron backgrounds from photo-disintegration were summarized by equation

6-2

Next = AVBi,n + AVT l,n + H2OBi,n + H2OT l,n,

Nint = D2OBi,n + D2OT l,n + D2ONa,n.

For the 4MeV energy threshold analysis the number of background events from the

various sources are extracted along with the neutrino signals.

7.5 Extracting the Neutrino Signals with the SNO

Observables

Neutrino events cannot be separated in SNO on an event by event basis. However,

after the low level and high level data cuts are applied and the events are reconstructed

in position and energy a suitable energy threshold can be chosen such that the events

with energy above the threshold are mostly neutrinos. Also, in both the pure D2O

phase and in the salt phase a single event cannot be identified to be a CC, elastic

scattering (ES), neutral current (NC) event. However, given a distribution of events

the number of events of each type can be extracted. Extracting the number of signal

and background events from a distribution of events is known as a signal extraction.

These distributions are generated using Monte-carlo calculations. The inputs to the

Monte-carlo are the energy shape of the incident neutrinos, the neutrino-deuteron and
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neutrino-electron cross sections, and the detailed description of the SNO detector and

its response. The Monte-carlo returns the shapes of the three neutrino signals with

the detector response factored in.

We considered five main observables to extract the different components of the

SNO neutrino data: energy, isotropy, radial position, cosθsun, and ~U .~R. Energy is the

calibrated energy of the event derived from the number of PMTs hit and the position

and direction of the event. For the signal extraction we use the kinetic energy which

we designate as Teff . Radial position is just the radial position from the centre of

the detector. For radius we use a term designated as ρ that represents the fraction of

the D2O volume,

ρ =
R3

6003

Isotropy is a measure of the mean pair angle between the detected photons in a given

event. The isotropy parameter used is called β14 and is defined as β1 + 4β4. Where,

β1 =
2

N(N − 1)

N−1
∑

i=1

∑

j = i + 1Ncosθij , (7-1)

and

β4 =
2

N(N − 1)

N−1
∑

i=1

∑

j = i + 1N
1

64
(9 + 20cos2θij + 35cos4θij). (7-2)

These are just the first and fourth order Legendre polynomial of the mean pair angle

between detected photons, as estimated by the angle between the centres of the PMTs,

θij . N is the total number of PMTs hits for an event and i and j are indices representing

any two PMTs. The combination β1 + 4β4 was chosen since the distribution is very

similar to a Gaussian and thus can be easily perturbed to determine the systematic

uncertainties. An event with a single Cherenkov ring is less isotropic than a multi-ring
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event. The cos θsun value is the cosine of the angle between the event direction and

the vector from the sun. The vector ~U is the direction vector defined by

~U = (u, v, w) (7-3)

and the vector ~R is defined as

~R = (x, y, z). (7-4)

Therefore the product ~U .~R is a measure of how inward or out-ward going an event

is. A ~U .~R value less than zero means the event is reconstructed to be going inward

and a value greater than zero implies an outward going event. The product ~U .~R is

normalized such that a value of 1 implies the event is going directly outward from

centre and a value of -1 means the event is going directly inward from centre.

7.5.1 Neutrino Signal Distributions

Figure 7.3 shows the comparison between the three neutrino signals in kinetic energy,

isotropy, cos θsun, and radial position. From figure 7.3 it is evident that the NC and

CC neutrino events are significantly different from each other in their β14 distributions

that they can be separated from each other on a statistical basis without relying on

the energy distributions. For the separation of ES neutrino events we rely on the

cos θsun distributions. In the ES reaction the scattered electron direction is very

strongly peaked in the direction away from the incoming neutrino. This means that

the electron direction is peaked directly away from the sun. For the NC reaction the

direction of the γ-rays produced in the de-excitation of 36Cl are not correlated to the

direction of the initial neutrino that produced the neutron. Therefore in NC reaction

the direction of the incident neutrino is lost. The CC reaction is weakly sensitive to

the the direction of the incoming neutrino direction and is slightly backward peaked
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Figure 7.3: Energy, β14, cos θsun, and radial distributions for the CC, ES, and NC
neutrino signals.
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compared to the ES reaction. The cos θsun distribution is therefore a very strong

handle on the extracting the number of ES events. In fact, the ES neutrino events

are the most easily extracted of the neutron signals. The radial distributions of the

neutrino signals are all very similar. The radial distributions play an important role

when the external radioactive backgrounds are included in this analysis.

7.5.2 The Background Distributions

The backgrounds distributions are shown in figures 7.4 and 7.5 for the internal

and external backgrounds respectively. From figure 7.4 it is clear that the energy
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Figure 7.4: Energy,β14, cos θsun, and radial distributions for the internal heavy water
radioactive background signals in SNO.
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Figure 7.5: Energy,β14, cos θsun, and radial distributions for the external light water,
AV, and PMT radioactive background signals in SNO.
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distributions of the backgrounds are very much different than the neutrino signals.

All the known backgrounds in SNO peak at much lower energies than the neutrino

signals. Panel (b) of figure 7.4 shows that the β14 distribution gives good separability

between the 208Tl and 214Bi backgrounds in the heavy water. This is because the

208Tl β-decay has a delayed γ-ray that comes with the decay. Therefore in the SNO

detector the 208Tl events have two Cherenkov rings associated with them and are more

isotropic on average than 214Bi events. As expected, the cos θsun and radial distribu-

tions do not give any separation between the internal backgrounds. For the external

backgrounds however, the radial distributions are obviously much different than the

internal backgrounds. To separate between the different external backgrounds we use

the β14 and ~U .~R distributions. Figure 7.6 shows the ~U .~R distributions for the external

backgrounds. As a comparison the ~U .~R distribution of the internal 214Bi background

in the heavy water is also shown in figure 7.6. There is obviously a significant different

in the ~U .~R distribution between the internal and external backgrounds.

The long tail on the high side of the β14 distributions for the external backgrounds

is due to external background events that Compton scatter in the light water but

misreconstruct in the heavy water. These events have a very tight Cherenkov ring

that is expected of outward going events that occur near the PMTs in the light water.

However, since these events misreconstruct in the heavy water, the light from these

events looks like a narrow beam pointing outward towards the PMTs and not like

Cherenkov light with the expected Cherenkov angle. The end result are events that

are much less isotropic than normal Cherenkov light and therefore show up on the

high side of the β14 distribution. This effect was described in section 6.3.
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Chapter 8

Extracting the Neutrino Signals

The previous analysis of the salt phase data was done for an energy threshold of

5.5MeV kinetic energy and a fiducial volume within 550cm [13]. The reason for this

choice of analysis window was to minimize the internal and external Cherenkov back-

ground in the signal window. As mentioned previously, the dominant backgrounds are

214Bi and 208Tl in the D2O and H2O regions. Since these backgrounds have energies

that peak at much lower energies than the neutrino signals, most of the background

can be eliminated by choosing a sufficiently high energy threshold. However, the in-

teresting physics in terms of deviation from the standard large mixing angle (LMA)

solution can only be observed at energies lower than 5.5MeV. The possible processes

that may cause deviation from the LMA solution were discussed in chapter 2, and will

also be discussed in chapter 10. To decrease the energy threshold it is necessary to

decrease the amount of background. This is done by employing an energy dependent

fiducial volume. For lower energies, the radial cut is moved in from 550cm so that the

external background can be decreased. At higher energies there are fewer background

events and the radial cut can be relaxed. Figure 8.1 shows the number of events as
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a function of energy and radius for the salt phase data with only the low level data

cleaning cuts applied. The external H2O background contribution is clearly visible

a high radius and low energy. It is clear then that the external background can be

removed by choosing events that reconstruct further from the AV.
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Figure 8.1: The number of events as of function of energy, and fraction of the heavy
water volume, R3

6003 . Colour corresponds to the number of events per bin.

For the lowest energy bins the uncertainty on the extracted CC signal is dominated

by the uncertainty on the number of Cherenkov background events. To get the

best possible measurement of the CC spectrum we therefore want to minimize the

Cherenkov background uncertainty to charge current signal for every energy bin. This

is the deciding factor in choosing an appropriate fiducial volume for a given energy
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threshold. Figure 8.2 shows the Cherenkov background uncertainty to CC signal ratio

for various energy bins and fiducial volumes. A fiducial volume of 476cm seems to

give the optimum background uncertainty to CC signal ratio. Any fiducial volume

less than that and the reduction in background is less than the loss of statistical

precision.
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Figure 8.2: Ratio of Cherenkov background uncertainty to CC signal.

8.1 Signal Extraction in the Salt Phase of SNO

To extract and separate the number of events for the CC, ES, and NC neutrino interac-

tions Probability Distribution Functions (PDFs) are defined based on the observables

123



outlined in section 7.5. For the analysis in this thesis the PDFs are parameterized as

follows,

P (Teff , β14, ρ, cos θsun, ~U · ~R) = P (Teff , β14) × P (ρ) × P (cos θsun) × P (~U · ~R) (8-1)

where Teff , β14, cos θsun, ρ, and ~U .~R are the observables described in section 7.5. Since

there is a strong correlation between energy and isotropy we use a two dimensional

PDF for Teff and β14. Figure 8.3 shows the two dimensional distributions for β14 as

a function of Teff for the 3 neutrino signals.
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Figure 8.3: 2-Dimensional energy versus β14 PDFs for the 3 neutrino signals.

In doing a signal extraction the neutrino signals are separated using the PDFs,
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Fsignal = αCCFCC + αESFES + αNCFNC + αBKGFBKG. (8-2)

where FCC , FES and FNC are the 3 neutrino signals as functions of the radial, cos θsun,

energy/β14, and ~U .~R PDFs. FBKG represents the background signals as a function

of the same PDFs. The values αCC , αNC , αES, and αBKG are the number of events

corresponding to each signal and is what we want to extract. The background events

can also be separated in the same signal extraction,

FBKG = αBID2OFBID2O + αTLD2OFTLD2O

+ αBIH2OFBIH2O + αTLH2OFTLH2O

+ αBIAV FBIAV + αTLAV FTLAV

+ αPMTFPMT + αNA24FNA24 + αNCBEFNCBE .

where FBID2O, FBIH2O, FBIAV , FTLD2O, FTLH2O, and FTLAV represent the 214Bi and

208Tl backgrounds in the D2O, H2O, and on the acrylic vessel respectively. FNA24 is

24Na background in the D2O, FPMT is the PMT β−γ background, and finally FNCBE

is the external neutron background originating at the acrylic vessel specifically from

the (α,n) reaction. The photo-disintegration neutron events caused by γ-rays from

various backgrounds are included in the corresponding background PDFs.

Neutrino signals may be extracted with the CC and ES energy shape constrained

or unconstrained. In the constrained analysis the PDFs are parameterized as defined

by equation 8-1 and the energy PDFs used are the two dimensional PDFs shown in

figure 8.3. In the un-constrained fit the ES and CC PDF parameterization is given

as

P (βi
14, ρ, cos θsun, ~U · ~R) = P (βi

14) × P (ρ) × P (cos θsun) × P (~U · ~R) (8-3)
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where the index i represents ith energy bin in the two dimensional CC and ES dis-

tributions of figure 8.3. Therefore each PDF βi
14 is the β14 distribution at a given

energy bin. For the signal extraction done here the energy bins are 0.5MeV wide and

the extraction is done between 4 and 14MeV.

As done in [30] and in most signal extractions done on the SNO data we extract

the neutrino signals using a maximum likelihood technique. A likelihood function can

be defined as

L =
N
∏

i=1

Fsignal,i (8-4)

where i represents the i’th events in the data set and Fsignal is just the sum of the

signal PDFs as defined by equation 8-2. We define the log-likelihood as

Llog = −2
N

∑

i=0

log(Fsignal,i). (8-5)

Substituting equation 8-3 into equation 8-5 we get

Llog = −2
N

∑

i=1

log(αCCFCC + αESFES + αNCFNC + αBKGFBKG) (8-6)

where the αBKGFBKG term represents the background contribution of equation 8-3.

We vary the parameters αCC , αES, αNC , αBID2O, αTLD2O, αBIH2O, αTLH2O, αBIAV ,

αTLAV , αPMT , αNA24, and αNCBE in order to minimize equation 8-6. Ultimately

our goal is to convert the number of extracted neutrino events into a neutrino flux.

Therefore we need to include the probability of getting data set of N events given

a mean flux, Φ [31]. A Poisson distribution is therefore included in the likelihood

function to give an extended likelihood function,

LE =
exp−Φ ΦN

N !
L (8-7)

Now we can get the total number of signal events from the fitted α parameters,
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ΦCC = ΦαCC

ΦES = ΦαES

ΦNC = ΦαNC

ΦBID2O = ΦαBID2O

ΦBIH2O = ΦαBIH2O

ΦTLD2O = ΦαTLD2O

ΦTLH2O = ΦαTLH2O

ΦBIAV = ΦαBIAV

ΦTLAV = ΦαTLAV

ΦPMT = ΦαPMT

ΦNA24 = ΦαNA24

ΦNCBE = ΦαNCBE

Putting equation 8-4 into the extended likelihood function, equation 8-7, we now get

LE =
exp−(Φsignal+Φbkg)

N !

N
∏

i=1

(ΦsignalFsignal + ΦbkgFbkg) (8-8)

where

Φsignal = ΦCC + ΦES + ΦNC

and

Φbkg = ΦBID2O + ΦTLD2O + ΦBIH2O + ΦTLH2O + ΦBIAV + ΦTLAV + ΦPMT + ΦNA24 + ΦNCBE
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similarly

ΦsignalFsignal = ΦCCFCC + ΦESFES + ΦNCFNC

and

ΦbkgFbkg = ΦBID2OFBID2O + ΦTLD2OFTLD2O

+ ΦBIH2OFBIH2O + ΦTLH2OFTLH2O

+ ΦBIAV FBIAV + ΦTLAV FTLAV

+ ΦPMT FPMT + ΦNA24FNA24 + ΦNCBEFNCBE

Taking the negative log of equation 8-8 we have

LE = 2

[

Φsignal + Φbkg + log(N !) −
N

∑

i=1

log(ΦsignalFsignal + ΦbkgFbkg

]

(8-9)

By minimizing equation 8-9 we determine the number of signal and background events

in the data set. Unlike equation 8-6, the uncertainties on the best fit values for

equation 8-9 will include uncertainties due to Poisson fluctuations in the number of

events in our data set. Therefore the uncertainties on the number of signal events

can be used on the corresponding neutrino fluxes.

To reduce the uncertainties on the extracted neutrino signals, the background

event numbers are constrained by measurements external to the neutrino signal win-

dow. These measurements were described in chapter 6. The external background

constraints are added to the logarithm of the likelihood function when doing the fit.

If we wish to add an external constraint on the number of fitted background events

x for example, then the addition to the likelihood function would be,
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xa =
1√

2Πσxm

exp
0.5(x−xm

σxm
)2
, (8-10)

F = F − 2log(xa) (8-11)

where xm is the measured number of background events from the external constraint,

σxm
is the uncertainty on the background measurement, and F is the logarithm of

the likelihood function.
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Chapter 9

Systematic Uncertainties in the

Flux Extraction

To extract the neutrino signals in the salt phase of SNO we rely on Monte-carlo

calculations to generate the PDFs. Since the Monte-carlo plays such an important

role in the analysis, it is crucial that it is verified. The verification of the Monte-carlo

is done through comparison with the calibration sources. While no calibration source

exists that exactly reproduces any of the neutrino signals, Monte-carlo simulations

are done for the calibration sources and then compared with the sources themselves.

If the calibration source Monte-carlo is able to reproduce the calibration data then

there is confidence that the Monte-carlo technique reproduces the neutrino signals.

Disagreement between the shapes of the distributions derived from the calibration

data and from the Monte-carlo are incorporated as systematic uncertainties on the

extracted neutrino signals. The 16N β-γ source is the main source used to verify

the Monte-carlo in energy, radius, β14, cos θsun, and ~U · ~R. Other sources, such as

the 252Cf neutron source, are used as secondary tests. To test the extraction of the
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neutrino signals it is also useful to generate fake Monte-carlo data sets to test the

signal extraction and make sure there are no biases in the extraction.

9.1 Energy Systematic Uncertainties

The largest component of the systematic uncertainties on the extracted neutrino

signals is due to the uncertainty on the energy scale and resolution. Most of the

systematic uncertainty due to the energy response is estimated by comparing the 16N

calibration source data with 16N source Monte-carlo. The largest components of the

energy response uncertainty will be described in detail in this section and all the

uncertainties that were used to derive the full energy response uncertainty will be

summarized in a table at the end of this section.

9.1.1 Energy Stability Uncertainty

The energy response of the SNO detector is not stable over the salt phase running

period. This energy response drift is believed to be caused by an increase in the

attenuation coefficients in the D2O volume which in turn decreases the light output

of events. The increase in the D2O attenuation is thought to be caused by manganese

deposited in the D2O after MnOx assays. The MnOx assays were described in section

6.2. Indeed, after the MnOx assays were stopped at the end of the salt phase running

period there was no more drift observed in the energy response for the remainder of the

salt phase. The optical constants were determined through the Laserball calibration.

It was found that the constants changed over time. These constants were then fed

into the Monte-carlo which then showed a drift in the energy response. The drift in

the energy response was studied by comparing the energy response to 16N calibration
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source runs at the centre of the detector as a function of date. Figure 9.1 shows the

comparison of the means of the Ncorrected distributions between the 16N Monte-carlo

and data. Ncorrected is the number of prompt PMT hits for a given event corrected

for the number of PMTs that are working compared to the total number of PMTs,

the noise rate, and the optical response relative to the optical response at the centre.

Ncorrected is thus given by

Ncorrected =
Nprompt − Nnoise

ǫresponse/ǫ0

PMTtotal

PMTworking

(9-1)

where Nprompt is the number of prompt hits, Nnoise is the noise hits, ǫresponse is the

optical response, ǫ0 is the optical response at the centre, PMTtotal is the total number

of PMTs, and PMTworking is the number of working PMTs.

After the energy response is corrected for the varying attenuation coefficients the

Monte-carlo energy response is compared to the data for the 16N source and the

difference is added as a systematic uncertainty to the energy scale and resolution

uncertainties. Figure 9.2 shows a comparison between the mean energy obtained

from the 16N Monte-carlo and the 16N data for calibration runs at the centre for the

entire salt data set. The mean and width of the 16N data energy was divided by

the mean and width of the Monte-carlo energy. The weighted mean of the data to

Monte-carlo ratios of the energy width and mean are given by

Rmean =
1

wµ

N
∑

i=1

1

σ2
µ,i

µd,i

µmc,i

(9-2.a)

Rwidth =
1

wσ

N
∑

i=1

1

σ2
σ,i

σd,i

σmc,i

(9-2.b)

where

µd,i mean energy for data run i,
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Figure 9.1: Mean of the Ncorrected distributions for Monte-carlo and 16N data as a
function of date. We can see that the trend of the Monte-carlo points are in good
agreement with data. Figure is taken from [1]
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µmc,i mean energy for Monte-carlo run i,

σµ,i is the uncertainty on the ratio of the data energy to the Monte-carlo

energy,

wµ =
N

∑

i=1

1

σ2
µ,i

,

σd,i width of the energy distribution for data run i,

σmc,i width of the energy distribution for Monte-carlo run i,

σσ,i is the uncertainty on the ratio of the data energy width to the

Monte-carlo energy width, and

wσ =
N

∑

i=1

1

σ2
σ,i

.

The fractional uncertainty on the the energy mean and width is then given by

σmean = |1 − Rmean| (9-3.a)

σwidth = |1 − Rwidth| (9-3.b)

Table 9.1 shows the ratios of data to Monte-carlo for the mean and width of the 16N

source energy distribution. The ratios of the mean and widths are split into two time

periods since during the end of the salt phase the attenuation coefficients did not

change anymore. Most of the salt phase data is in the period where the attenuation

coefficients are changing, about 88% of the data, while the during the remainder of

the data the attenuation coefficients were constant. The energy scale and energy

resolution uncertainty from the drift in the energy response are therefore

Energyscale = 0.879 × 0.11 + 0.121 × 0.4 = 0.15%

Energyresolution = 0.879 × 1.7 + 0.121 × 2.6 = 1.8%
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Figure 9.2: Mean energy of 16N source calibration runs and 16N source source Monte-
carlo as a function of date for the entire salt data set. The 16N runs are at the centre
of the detector. Figure is taken from [1]

Mean Weighted Mean
Ratio of means (before 04/03) 1.0014 ± 0.00026 1.0012 ± 0.00018
Ratio of means (after 04/03) 1.0041 ± 0.00075 1.0039 ± 0.00065

Ratio of widths (before 04/03) 1.018 ± 0.0012 1.017 ± 0.0011
Ratio of widths (after 04/03) 1.026 ± 0.0048 1.026 ± 0.0042

Table 9.1: Ratio of data to Monte-carlo energies for 16N source runs at centre. The
ratios are for the mean and widths of the energy distributions.
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9.1.2 Energy Uncertainty from Position Asymmetry

The energy response of the detector is not uniform throughout the D2O volume. This

is especially true at positions near the acrylic vessel (AV) and also at the top of the

detector near the neck since there are no PMTs in the neck area. Near the AV the

energy response changes due to reflections off the AV and the fact that the PMT

efficiency is dependent on incident angle. While the Monte-carlo reproduces some of

the energy response as a function of position, the difference between the Monte-carlo

energy response and the 16N data energy response is included into the total energy

uncertainty. Due to limitations on the ability to deploy calibration sources, there are

many more 16N runs in the bottom half of the detector than at the top near the AV.

Since the neutrino data are uniformly distributed in the detector, the energy response

derived from the 16N calibration does not reflect the energy response to neutrino data.

Therefore the asymmetry in the deployment of the 16N calibration source has to be

included in the systematic uncertainty of the energy response. This is done through

a volume weighted comparison between data and Monte-carlo for 16N runs at various

positions. This uncertainty is determined in a similar way as the time dependence

uncertainty outlined by equations 9-2 and 9-3. For the position asymmetry the data

to Monte-carlo ratios are also weighted by the volume region of the given run,

Rp
mean =

1

wp
µ

N
∑

i=1

1

(σµ,ir3
i )

2

µd,i

µmc,i

(9-4.a)

Rp
width =

1

wp
σ

N
∑

i=1

1

(σσ,ir3
i )

2

σd,i

σmc,i

(9-4.b)

wp
µ =

N
∑

i=1

1

(σµ,ir
3
i )

2
(9-4.c)

wp
σ =

N
∑

i=1

1

(σµ,ir3
i )

2
(9-4.d)
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where ri is the radial position of event i. As in equation 9-3 the deviation of Rp
mean

and Rp
width from unity is taken as the uncertainty. Figure 9.3 shows the 16N mean

energy as a function of source radius for both data and Monte-carlo. The volume

weighted differences between data and Monte-carlo are taken as an uncertainty.

Figure 9.3: Mean energy of 16N source calibration runs and 16N source source Monte-
carlo as a function of source position. The dashed line represents the previous radial
acceptance region of 550cm. Figure is taken from [1].

Figure 9.4 shows the run-by-run ratio of mean data energy to mean Monte-carlo

energy as a function of radial source position. It is obvious that for runs at higher

radius the Monte-carlo over estimates the energy response by over 1%. The uncer-

tainty on the energy scale arising from the volume weighted difference between data
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and Monte-carlo is 0.45%. The corresponding uncertainty on the energy resolution is

1.4%.

Figure 9.4: Ratio of mean 16N data energy to Monte-carlo energy on a run-by-run
basis as a function of radial source position. ρ represents the normalized radius
(R3/6003). Figure is taken from [1].

As mentioned previously, the set of 16N calibration runs sample the lower half

(z<0) of the detector a lot more than the top half. Figure 9.5 shows the x and z

coordinates of the 16N source positions. It is clear that there are not only a lot more

16N runs at the bottom half of the detector but the runs in the top half do not extend

all the way to 600cm. The volume weighted comparison between data and Monte-

carlo as outlined by equation 9-4 does not take into account x, y, and z asymmetries
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in the 16N source deployment. To assign an uncertainty from the asymmetry in 16N

positions the reconstructed 16N was divided into seven radial bins. For each of the

radial bins the mean and width of the energy distribution for each run is collected in a

histogram. The size of the standard deviation of the histogram for the mean energies

is assumed to be measure of the change in the mean energy due to source position.

Similarly, the standard deviation of the histogram of the energy widths is assumed

to be a measure of the dependence of the energy resolution on source position. The

volume weighted average of the seven radial bins in mean energy and energy width

are taken as the uncertainty. Tables 9.2 and 9.3 show the standard deviation for each

of the radial bins of the energy mean and energy width respectively. Included are

also the volume weighted energy mean and energy width. These are taken as the

contribution from the position asymmetry to the total energy uncertainty.

Figure 9.5: The X and Y coordinates of 16N source deployment positions.
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Region (R3/6003) σ
0-0.1 0.0031

0.1-0.15 0.0052
0.15-0.25 0.0064
0.25-0.35 0.0057
0.35-0.5 0.0082
0.5-0.6 0.0093
0.6-0.77 0.0037

Volume weighted 0.0059

Table 9.2: Standard deviations of the reconstructed data to Monte-carlo ratio of
the16N mean energy for various radial bins. The volume weighted standard deviation
is taken as the uncertainty on the energy scale due to detector asymmetry. We
therefore take this uncertainty to be 0.59%.

Region (R3/6003) σ
0-0.1 0.011

0.1-0.15 0.011
0.15-0.25 0.013
0.25-0.35 0.012
0.35-0.5 0.018
0.5-0.6 0.015
0.6-0.77 0.012

Volume weighted 0.014

Table 9.3: Standard deviations of the reconstructed data to Monte-carlo ratio of the
16N energy width for various radial bins. The volume weighted standard deviation,
1.4%, is the uncertainty on the energy scale due to detector asymmetry.
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9.1.3 16N Source Modeling

The uncertainty that arises from modeling the 16N source is one of the larger un-

certainties that go into the total energy scale uncertainty. The dominant source

uncertainties arise from uncertainties on the branching ratios in the 16N decay, un-

certainty in the source geometry used in the Monte-carlo simulation, and the velocity

dependence in the Cherenkov wavelength spectrum. The velocity dependence deals

with the change in the emitted Cherenkov wavelength as a function of electron ve-

locity. There is also a contribution from the uncertainty on the parameters and cross

sections that are used in the EGS4 (Electron-gamma shower particle transport code)

code that is used by the Monte-carlo. The combined source modeling contribution to

the energy scale uncertainty is 0.65%.

9.1.4 Other Sources of Energy Uncertainties

The detector PMT status uncertainty arises from the uncertainty in the PMTworking

number used in equation 9-1. A misidentification of the number working PMTs

directly effects the energy response via equation 9-1. The electronics threshold and

gain uncertainties arise from changes in the PMT threshold and electronics gain

during the data running period. This uncertainty is determined by running 16N

source runs with the PMT voltages varied, and separately with the threshold for

data acquisition varied. The electronics rate and time calibration uncertainty are

determined by comparing the difference in energy response between high rate and low

rate 16N runs. This uncertainty needs to be included since the energy calibration is

done through high rate 16N data where as the neutrino data is low rate in comparison.

Cross-talk is an effect where the PMTs near a hit PMT also fire due to electronic
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pickup. This means that some events will appear to have a higher energy than their

true energy. For events with a large energy (i.e. a lot of hit PMTs) the effect of

cross-talk can be quite large. To check the energy response at higher energies the pT

source, which generates 19.8MeV γ-rays is used. The total uncertainty attributed to

cross-talk and non-linearity is 0.25%.

9.1.5 Summary of Energy Uncertainties

Table 9.4 and 9.5 summarize the total energy scale and energy width uncertainties.

Source Uncertainty
Detector PMT status 0.20%
Electronics threshold 0.20%

Electronics gain 0.40%
Electronics rate effects 0.10%

Time calibration 0.10%
Time drift/stability 0.15%
Radial distribution 0.45%
Detector asymmetry 0.59%
16N Source Modeling 0.65%

Cross-talk/pickup non-linearity 0.25%
Total 1.15%

Table 9.4: Contributions to the energy scale uncertainty from various sources.

Source Uncertainty
Time stability 1.8%

Detector asymmetry 1.4%
Radial Dependence 0.8%

Total 3.4%

Table 9.5: Contributions to the energy resolution uncertainty from various sources.
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9.2 Systematic Uncertainties on the β14 Isotropy

Parameter

The uncertainty on the β14 isotropy parameter is determined through comparison of

the 16N and 252Cf calibration sources with their respective Monte-carlo simulations.

The β14 parameter is a measure of how isotropic the emitted light is for a given event

and is described by equations 7-1 and 7-2. When comparing the 252Cf data with

Monte-carlo, the neutron events are selected from the 252Cf data by using the burst

analysis method described in section 5.2. The β14 parameter is strongly correlated

with the energy of an event so in the neutrino signal extraction the energy and β14

parameter are combined in a single two-dimensional PDF. Just like for the deter-

mination of the energy systematics, a volume weighted difference between data and

Monte-carlo is sought for the β14 parameter. The comparison between the data and

Monte-carlo β14 distributions also accounts for any other possible sources of system-

atic uncertainties other than position and time variations. To do this Monte-carlo

is compared with 16N and 252Cf source data at various radial positions. Figure 9.6

shows a comparison of the widths of the β14 distributions between 252Cf data and

Monte-carlo for source positions at various radii. Similarly, figure 9.7 shows the com-

parison of the means of the β14 distributions between data and Monte-carlo for the

16N source. As for the energy systematics, we take the ratio of data to Monte-carlo

and the volume weighted deviation from unity is taken as the uncertainty. Table 9.6

summarized the β14 systematic uncertainties from the 252Cf and 16N sources. The

larger uncertainties from the 16N source are used in the signal extraction. The rea-

son the uncertainties derived from the 252Cf source are much smaller than for the 16N

source may be attributed to differences between the single γ-ray β14 response between

143



data and Monte-carlo being averaged away over the multiple γ-rays produced in the

neutron capture.

Figure 9.6: Comparison of the width of the β14 distributions for 252Cf data and
Monte-carlo at various radial positions of the source. Figure is taken from [1].
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Figure 9.7: Comparison of the mean of the β14 distributions for 16N data and Monte-
carlo at various radial positions of the source. Figure is taken from [1].

Source Mean Resolution
252Cf 0.48% 0.67%
16N 0.85% 0.94%

Table 9.6: Uncertainties on the mean and resolution of the β14 parameter derived
from the 16N and 252Cf sources . The uncertainty derived from the 16N source is used
in the signal extraction.
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9.3 Angular Resolution Systematic Uncertainty

The uncertainty on the angular resolution is a factor in the uncertainty on the cos θsun

distribution which is the most powerful observable in extracting the number of ES

events. The cos θsun distribution is just the distribution of the angle between the fitted

event direction and the direction to the sun. Therefore what we need to determine

is an uncertainty on the fitted direction. Like the other systematic uncertainties, the

16N source is employed to derive the uncertainty on the fitted direction. The angular

distribution between the reconstructed direction and the true direction of an event

can be parameterized by

R = N [eA1(cos θ−1) + BeA2(cos θ−1)] (9-5)

where cos θ is the angle between the fitted and true direction, N is a normalization,

and the parameters A1,2 and B are fitted using Monte-carlo electrons uniformly dis-

tributed in the detector. Equation 9-5 is fit to the angular distribution at various

electron energies to determine the energy dependence of the parameters. The angu-

lar resolution distribution can also be generated from 16N data. As done in [32], the

angle between the true direction of the 16N γ-ray and its reconstructed direction is

given by

cosθ = (~x − ~s) · ~ufit/‖~x − ~s‖ (9-6)

where

~x is the reconstructed position of the event,

~s is the position of the source, and

~ufit is the unit vector representing the reconstructed direction of the event.
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For this technique to be accurate the distance from the source to the reconstructed

event position must be much larger than the position uncertainty. To achieve this 16N

data that reconstructs more than 150cm from the source is chosen. The assumed true

direction of the event is the direction from the source to the reconstructed position.

Figure 9.8 shows a comparison between the angular resolution distribution of 16N

data and Monte-carlo.
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Figure 9.8: Comparison of the angular resolution distributions for 16N data and
Monte-carlo. Equation 9-6 is used to determine cosθ and only events that reconstruct
more than 150cm from the source are chosen.

From the data to Monte-carlo comparison for the 16N source we can assign uncer-

tainties on the parameters A1,2 and B in the angular resolution function. Table 9.7
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summarizes the uncertainties on the resolution function parameters.

Parameter Uncertainty
A1 16%
A2 13%
B 31%

Table 9.7: Uncertainties on the angular resolution function parameters from equation
9-5.

The uncertainty on the angular resolution has to be propagated into the cos θsun

PDF. This is done by first smearing the event directions in all the signal and back-

ground Monte-carlos used to generate the PDFs. Since cos θsun is a function of the

angle between the event direction and the direction to the sun, perturbing the recon-

structed event directions also perturbs the cos θsun distribution. The event direction

smearing is done by rotating the event direction about a smearing angle, cos θrecon,

where θrecon is just the angle between the reconstructed direction before and after

smearing. The cos θrecon value is chosen randomly from a Gaussian distribution with

centre at 1 and width defined by the uncertainties on the angular resolution parame-

ters A1,2 and B. Since the angular resolution parameters were found to have an energy

dependence, the width of the Gaussian distribution has to include this energy depen-

dence. The width of the Gaussian distribution used for smearing is then

Width = e−(2.93553+0.1448Teff )

where Teff is the reconstructed kinetic energy of the event.
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9.4 Uncertainties on the Reconstructed Position

The position of an event is reconstructed using the times of the triggered PMTs for

that given event. The PMT time calibration is done through a triggered Laserball cal-

ibration source which emits light isotropically at various possible optical wavelengths.

The event position is reconstructed by minimizing the PMT time residual,

T res
i = ti − tfit −

rfit − ri

ueff

(9-7)

where ti is the trigger time of the ith PMT for the event and ri is the PMT position.

Similarly, tfit and rfit are the reconstructed time and position for the event, and ueff

is the speed of light in D2O. For a wavelength of 380nm this is 21.87cm/ns.

Like the other systematic uncertainties, the systematic uncertainty for the position

reconstruction is determined through comparison of 16N source data with Monte-

carlo. The distribution of the reconstructed event positions in x, y, and z are fitted

to Gaussian functions around their mean. The mean of the fitted Gaussians are

taken to be the reconstructed source positions. Specifically what is compared is

the difference between the mean of the reconstructed source position and the actual

manipulator position. For source runs deployed in single axis mode the uncertainty

on the manipulator position is assumed to be less than 2cm. Figure 9.9 shows the

differences between the mean reconstructed event x, y, and z event positions and the

manipulator positions for both 16N data and Monte-carlo. Overall there is about a

2cm difference between data and Monte-carlo in x and y and a 6cm overall difference

in z. The radial scale uncertainty is taken to be 1%. The uncertainy on the radial

resolution is taken as 15%.

Most of the difference between the reconstructed 16N data and Monte-carlo can

be attributed to an overall offset in the Laserball PMT calibration. The spread in
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(a) (b)

(c)

Figure 9.9: Comparison of the difference between the mean reconstructed event x,
y, and z positions and the manipulator x, y, and z positions for 16N source positions
at various radii. The differences are shown for 16N data and Monte-carlo. Figure is
taken from [1].
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the reconstructed positions can be attributed to changes in the PMT calibration

over time. Since the Laserball position is one of the components that goes into the

PMT calibration, the Laserball positions have been adjusted to attempt to remove

the position offsets. To do this we look at changes in the PMT reconstruction times

over the salt and pure D2O running periods due to changes in the PMT calibration

(PCA). For a given PMT, the time difference between an initial reference run and all

subsequent runs is given by

∆t = ti − ti0 (9-8)

where ti is the PMT time for PMT i for some subsequent run and ti0 is the PMT

time for the same PMT at the initial reference run. We can approximate ∆t by

∆t = δ
Px,y,z

c‖P‖ (9-9)

where Px,y,z is the PMT x,y, or z position, ‖P‖ is the distance to the PMT from

centre (839cm), and c is the speed of light in water. A linear regression in x, y, and

z gives δ, which is the x, y, or z offset due to the PCA. The Laseball position is then

adjusted by this offset. Figure 9.10 shows the offsets in the z position due to the PMT

timing calibration as a function of run number before and after the corrections to the

Laserball positions are applied. Correcting the Laserball position therefore removes

a large fraction of the PCA offset.

9.5 Uncertainties on the ~U · ~R Distribution

The ~U · ~R distribution is a measure of how inward or outward going an event is. An

event with a ~U · ~R of 1 is going directly outward from centre and a ~U · ~R value of -1

means the event is going directly inward relative to the centre. The ~U · ~R distribution
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Figure 9.10: z position offsets (in cm) as a function of run number for both pure D2O
and salt phase running periods. The salt phase begins after run 20000. The red curve
represents the offsets before any corrections and the blue curve are the offsets after
the Laserball positions have been adjusted.
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is derived from taking the inner product between the direction vector, ~U = (u, v, w),

and the position vector, ~R = (x, y, z). Therefore uncertainties in the event direction

and event position are propagated through to the ~U · ~R distribution. A direct measure

of the ~U · ~R systematic uncertainty as done for the energy systematics through the

16N source has not been done.

9.6 Monte Carlo Signal Extraction Studies

Before applying the maximum likelihood technique to the data the signal extraction

was verified on a known sample of events. A Monte Carlo data set was generated with

the same number of signal and background events as is expected in the real neutrino

data. The Monte carlo data were generated by randomly sampling the PDFs used for

the signal extraction. The signal extraction is performed on the Monte carlo data and

the extracted CC and ES energy spectra are compared with the known number of

events in the Monte carlo data for the neutrino signals. To test if there are no biases

in the extracted number of events we generate many Monte carlo data samples and

verify that the extracted number of events is statistically spread about the number of

events actually in the data samples. Figure 9.11 shows the extracted number of CC

and ES events for about a hundred Monte carlo data sets. The number of CC and

ES events are extracted for every 0.5MeV bin between 4MeV and 13MeV. The blue

points are the fitted number of events and the solid curves are the number of events

in the Monte carlo data per 0.5MeV bin. Panel (c) of 9.11 shows the average of the

fitted CC events for every 0.5MeV bin. It is clear that there is no apparent bias in

the extracted number of events.

As another check that the signal extraction algorithm is working properly, the
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Figure 9.11: Extracted CC (panel (a)) and ES (panel (b)) spectra from Monte carlo
data sets. The points are the extracted number of CC and ES events per 0.5MeV
energy bin for about 100 Monte carlo data sets. The solid lines are the actual gener-
ated number of events in the data set. Panel (c) shows the average of the extracted
number of events from panel (a). There is good agreement between the fitted number
of events and the number of events in the data sets.
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fitted energy, β14, and cos θsun distributions are shown for a Monte carlo data set

in figure 9.12 and compared with the Monte-carlo data. Also shown in the fit plots

are the extracted distributions for the three neutrino signals and the dominant back-

grounds.
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Figure 9.12: The fitted energy (panel a), β14 (panel b), and cos θsun (panel c) distribu-
tions to the Monte carlo data. The points are the Monte carlo data and the solid lines
are the fits to the data. The three neutrino signals and the dominant background
distributions are shown. The fits are done in the shape unconstrained mode.
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9.7 Extracted ES and CC Spectra

The number of ES and CC events were extracted for every 0.5MeV bin between

4MeV and 14MeV by relying on the β14 isotropy distribution. We can also do the

constrained fit in which we hypothesize that the ES and CC energy spectra are fixed

to the 8B spectrum, and the total number of ES and CC events are determined. Since

we have added an additional PDF that is quite different for ES, CC and NC events,

the uncertainties on the extracted event numbers are smaller for the constrained than

the unconstrained fit. Figures 9.13 and 9.14 show the extracted CC and ES energy

spectra for various radial acceptance regions. The error bars on the points represent

the statistical uncertainties and the red lines represent the limits of the systematic

uncertainties. To verify the quality of the fit the extracted energy, β14, and cos θsun,

and radial distributions are compared to the data. Figure 9.15 shows the fit compared

to the data for the neutrino signal extraction. Also shown are the components of the

fit from the neutrino signals and the dominant background PDFs.

Tables 9.8, 9.9, 9.10, and 9.11 show the extracted number of CC and ES events

for 476cm and 550cm radial acceptance regions. The extracted event numbers are for

0.5MeV bin widths. The contributions from the various systematic uncertainties are

also listed in the tables. It is evident that for the lowest energy bins the systematic

uncertainties become very large. This can be explained by the large background to

signal ratio in the lowest energy bins. As the energy PDFs are perturbed within their

systematic uncertainties the number of low energy background events changes greatly

since the background energy distributions peak very sharply at lower energies. Since

the CC and ES energy shapes are unconstrained there is a large correlation between

background events and the CC or ES signals, therefore a large change in the number of
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Figure 9.13: Extracted CC spectra for various fiducial radii. Red curves are the
systematic uncertainty limits, the points are the extracted spectra, and the solid line
is the undistorted CC spectrum.
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Figure 9.14: Extracted ES spectra for various fiducial radii. Red curves are the
systematic uncertainty limits, the points are the extracted spectra, and the solid line
is the undistorted ES spectrum.
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Figure 9.15: The neutrino data fitted with the neutrino and background PDFs. Shown
are the fits in the energy, β14, and cos θsun, and radial distributions. Only the dom-
inant backgrounds are shown for the fits in panels a, b, and c. For the radial fit,
the dominant external backgrounds are shown since the internal backgrounds have a
very similar radial distribution to the neutrino signals. The fits are done in a fiducial
volume of 550cm.
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background events influences the extracted number of signal events. The systematic

uncertainties are not as dominant for the ES events as they are for the CC events due

to their unique cos θsun distribution.

Bin (MeV) Fit E σE β14 σβ14 R σR σAng σsys σtotal

4-4.5 123.3 ± 74.6 +32.5
−39.4

+73.1
−73.1

+0.0
−19.2

+11.2
−11.2

+11.5
−0.7

+2.9
−2.9 ± 2.9 +81.7

−86.1
+101.6
−105.2

4.5-5 135.5 ± 23.8 +0.0
−2.7

+16.2
−16.2

+5.4
−7.8

+3.3
−3.3

+1.7
−0.5

+1.8
−1.8 ± 0.1 +17.6

−18.6
+24.9
−25.6

5-5.5 179.3 ± 21.9 +4.5
−4.7

+4.7
−4.7

+5.6
−4.2

+1.4
−1.4

+0.7
−0.6

+0.7
−0.7 ± 0.3 +8.8

−8.0
+15.0
−14.6

5.5-6 143.4 ± 21.0 +5.2
−5.2

+3.5
−3.5

+8.7
−7.6

+0.4
−0.4

+0.6
−0.0

+0.1
−0.1 ± 0.3 +10.8

−9.9
+18.1
−17.6

6-6.5 140.1 ± 20.4 +2.4
−3.2

+1.7
−1.7

+6.9
−5.1

+0.5
−0.5

+1.1
−0.0

+2.1
−2.1 ± 0.1 +7.9

−6.6
+16.6
−16.0

6.5-7 142.2 ± 19.5 +1.9
−0.2

+4.1
−4.1

+5.8
−7.2

+0.4
−0.4

+0.0
−0.5

+0.3
−0.3 ± 0.1 +7.4

−8.3
+15.6
−16.1

7-7.5 163.0 ± 18.8 +1.6
−1.2

+0.5
−0.5

+4.9
−2.7

+2.2
−2.2

+1.1
−0.1

+0.9
−0.9 ± 0.0 +5.8

−3.8
+12.9
−12.2

7.5-8 153.7 ± 16.7 +2.6
−3.3

+0.4
−0.4

+3.5
−1.6

+2.2
−2.2

+0.6
−0.0

+0.7
−0.7 ± 0.0 +5.0

−4.3
+12.0
−11.7

8-8.5 140.6 ± 15.2 +0.8
−1.7

+1.2
−1.2

+1.7
−2.1

+0.0
−0.0

+0.2
−0.1

+0.1
−0.1 ± 0.1 +2.3

−3.0
+11.0
−11.2

8.5-9 88.5 ± 11.8 +3.8
−1.5

+1.6
−1.6

+3.0
−2.0

+0.3
−0.3

+0.1
−0.0

+0.6
−0.6 ± 0.6 +5.2

−3.1
+14.3
−13.7

9-9.5 91.7 ± 11.2 +2.3
−3.0

+3.5
−3.5

+1.2
−1.0

+0.9
−0.9

+0.2
−0.0

+0.4
−0.4 ± 0.3 +4.5

−4.8
+13.0
−13.1

9.5-10 90.0 ± 10.6 +1.6
−0.3

+2.0
−2.0

+0.0
−0.5

+1.0
−1.0

+0.0
−0.2

+0.2
−0.2 ± 0.8 +2.9

−2.4
+12.1
−12.0

10-10.5 59.9 ± 8.4 +0.3
−1.5

+0.6
−0.6

+0.6
−0.0

+1.0
−1.0

+0.1
−0.1

+0.0
−0.0 ± 0.2 +1.3

−1.9
+14.1
−14.1

10.5-11 50.4 ± 7.8 +1.1
−0.3

+0.1
−0.1

+0.1
−0.0

+0.8
−0.8

+0.0
−0.2

+0.1
−0.1 ± 0.7 +1.6

−1.2
+15.5
−15.4

11-11.5 30.5 ± 5.9 +0.1
−0.2

+0.9
−0.9

+0.0
−0.6

+0.3
−0.3

+0.4
−0.0

+0.3
−0.3 ± 0.2 +1.1

−1.2
+19.4
−19.4

11.5-12 22.3 ± 5.2 +0.0
−0.1

+0.2
−0.2

+0.0
−0.0

+0.8
−0.8

+0.2
−0.0

+0.2
−0.2 ± 1.8 +2.0

−2.0
+23.2
−23.2

12-12.5 13.1 ± 3.8 +0.0
−0.6

+0.6
−0.6

+0.0
−0.0

+0.0
−0.0

+0.0
−0.2

+0.1
−0.1 ± 0.7 +0.9

−1.1
+29.0
−29.0

12.5-13 7.6 ± 3.0 +3.1
−0.0

+12.5
−12.5

+3.1
−12.5

+3.2
−3.2

+0.4
−0.0

+0.1
−0.1 ± 0.1 +13.7

−18.0
+41.7
−43.3

Table 9.8: Extracted number of CC events for an ES and CC unconstrained fit for
events with reconstructed radius less than 476cm. Shown are the extracted number of
ES events per 0.5MeV bin with the first bin being 4.0MeV-4.5MeV. The systematic
uncertainties from energy scale (E), energy resolution (σE), β14 scale (β14),β14 reso-
lution (σβ14), radial scale (R), radial resolution (σR), and angular resolution (σAng).
The total systematic uncertainty (σsys) and total uncertainty (σtotal) are given in the
last 2 columns.
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Bin (MeV) Fit E σE β14 σβ14 R σR σAng σsys σtotal

4-4.5 44.3 ± 15.5 +5.4
−7.2

+16.3
−16.3

+0.0
−2.6

+1.1
−1.1

+3.4
−0.0

+1.2
−1.2 ± 13.2 +22.0

−22.4
+41.3
−41.5

4.5-5 28.9 ± 10.1 +0.3
−1.8

+3.6
−3.6

+4.2
−2.3

+4.4
−4.4

+0.0
−2.1

+0.3
−0.3 ± 5.3 +8.8

−8.5
+36.0
−36.0

5-5.5 35.4 ± 10.5 +0.6
−1.3

+2.7
−2.7

+1.7
−5.2

+0.4
−0.4

+0.2
−0.2

+0.1
−0.1 ± 4.5 +5.5

−7.5
+30.2
−30.6

5.5-6 33.6 ± 10.1 +1.1
−1.6

+1.0
−1.0

+2.5
−2.0

+1.5
−1.5

+0.0
−0.6

+1.1
−1.1 ± 4.6 +5.7

−5.7
+30.5
−30.5

6-6.5 33.2 ± 9.7 +0.2
−0.4

+1.9
−1.9

+2.7
−0.0

+2.6
−2.6

+0.6
−0.5

+0.3
−0.3 ± 2.7 +5.1

−4.3
+29.6
−29.5

6.5-7 24.8 ± 8.9 +0.1
−0.0

+0.4
−0.4

+0.5
−0.9

+3.5
−3.5

+0.3
−0.4

+0.2
−0.2 ± 4.0 +5.4

−5.4
+36.3
−36.3

7-7.5 18.7 ± 8.1 +2.7
−0.0

+4.0
−4.0

+1.8
−3.7

+1.2
−1.2

+0.4
−0.1

+0.7
−0.7 ± 2.8 +6.0

−6.3
+43.6
−43.6

7.5-8 17.8 ± 7.5 +0.8
−4.0

+1.2
−1.2

+3.0
−1.7

+0.6
−0.6

+0.0
−1.7

+4.1
−4.1 ± 1.8 +5.6

−6.6
+42.5
−42.7

8-8.5 12.7 ± 6.5 +2.1
−0.0

+0.5
−0.5

+1.4
−1.5

+1.5
−1.5

+0.5
−1.9

+1.3
−1.3 ± 1.9 +3.7

−3.7
+51.6
−51.6

8.5-9 15.3 ± 6.1 +1.3
−0.0

+0.7
−0.7

+2.0
−0.0

+1.6
−1.6

+0.3
−0.0

+0.6
−0.6 ± 4.7 +5.6

−5.0
+40.0
−39.9

9-9.5 10.8 ± 5.6 +4.0
−1.6

+5.9
−5.9

+5.4
−1.6

+3.6
−3.6

+0.0
−0.7

+1.7
−1.7 ± 6.0 +11.4

−9.6
+52.6
−52.2

9.5-10 4.2 ± 4.4 +0.0
−5.5

+4.2
−4.2

+2.4
−5.7

+3.6
−3.6

+1.6
−0.0

+3.3
−3.3 ± 16.7 +18.2

−19.6
+106.6
−106.9

10-10.5 2.9 ± 3.2 +1.9
−2.1

+2.0
−2.0

+0.2
−0.0

+1.5
−1.5

+2.0
−0.0

+1.0
−1.0 ± 4.0 +5.6

−5.2
+109.9
−109.9

10.5-11 3.3 ± 3.5 +0.8
−0.0

+0.1
−0.1

+2.2
−1.6

+2.7
−2.7

+1.9
−0.0

+1.1
−1.1 ± 11.7 +12.4

−12.1
+105.2
−105.1

11-11.5 3.3 ± 2.8 +0.7
−0.1

+0.7
−0.7

+1.9
−0.0

+1.8
−1.8

+0.0
−3.8

+3.0
−3.0 ± 1.1 +4.3

−5.3
+83.8
−83.9

11.5-12 3.7 ± 2.8 +0.1
−0.1

+0.2
−0.2

+0.0
−0.1

+0.3
−0.3

+0.0
−0.9

+1.2
−1.2 ± 10.8 +10.9

−10.9
+78.5
−78.5

12-12.5 0.9 ± 1.5 +0.7
−0.0

+0.9
−0.9

+0.4
−0.0

+0.2
−0.2

+3.5
−0.0

+1.4
−1.4 ± 8.1 +9.0

−8.2
+161.5
−161.5

12.5-13 3.4 ± 2.2 +0.1
−36.0

+1.5
−1.5

+0.0
−36.1

+35.9
−35.9

+0.0
−0.7

+0.2
−0.2 ± 0.1 +36.0

−62.4
+165.2
−172.9

Table 9.9: Extracted number of ES events for an ES and CC unconstrained fit for
events with reconstructed radius less than 476cm. Shown are the extracted number of
ES events per 0.5MeV bin with the first bin being 4.0MeV-4.5MeV. The systematic
uncertainties from energy scale (E), energy resolution (σE), β14 scale (β14),β14 reso-
lution (σβ14), radial scale (R), radial resolution (σR), and angular resolution (σAng).
The total systematic uncertainty (σsys) and total uncertainty (σtotal) are given in the
last 2 columns.
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Bin (MeV) Fit E σE β14 σβ14 R σR σAng σsys σtotal

4-4.5 145.5 ± 72.9 +23.4
−97.8

+93.8
−93.8

+0.0
−107.3

+42.6
−42.6

+0.0
−40.7

+25.4
−25.4 ± 96.2 +145.2

−208.0
+153.6
−213.9

4.5-5 171.5 ± 29.1 +1.7
−8.0

+23.7
−23.7

+0.0
−14.3

+8.0
−8.0

+0.0
−4.6

+1.2
−1.2 ± 13.0 +28.3

−33.0
+33.0
−37.1

5-5.5 235.1 ± 24.2 +4.0
−6.2

+9.3
−9.3

+3.1
−6.7

+1.2
−1.2

+0.0
−0.8

+0.0
−0.0 ± 2.3 +10.8

−13.3
+14.9
−16.8

5.5-6 204.4 ± 21.9 +5.0
−4.7

+0.5
−0.5

+5.3
−8.7

+2.3
−2.3

+0.7
−0.5

+1.0
−1.0 ± 0.7 +7.7

−10.2
+13.2
−14.8

6-6.5 209.3 ± 20.4 +2.4
−2.8

+1.7
−1.7

+5.9
−6.1

+1.6
−1.6

+0.2
−0.2

+0.1
−0.1 ± 0.6 +6.8

−7.2
+11.9
−12.1

6.5-7 210.9 ± 20.2 +1.1
−1.6

+3.0
−3.0

+5.7
−7.4

+0.1
−0.1

+0.4
−0.6

+1.1
−1.1 ± 0.5 +6.7

−8.3
+11.7
−12.7

7-7.5 239.0 ± 20.4 +2.1
−1.5

+1.2
−1.2

+4.1
−3.6

+0.1
−0.1

+0.4
−0.0

+0.7
−0.7 ± 0.5 +4.9

−4.2
+9.8
−9.5

7.5-8 236.5 ± 18.6 +2.5
−2.2

+0.9
−0.9

+2.8
−1.6

+0.1
−0.1

+0.0
−0.2

+0.4
−0.4 ± 0.3 +3.9

−2.9
+8.8
−8.4

8-8.5 198.0 ± 16.5 +0.8
−2.5

+2.2
−2.2

+1.0
−3.0

+1.0
−1.0

+0.2
−0.1

+0.0
−0.0 ± 0.5 +2.8

−4.6
+8.8
−9.6

8.5-9 138.0 ± 13.4 +3.4
−1.9

+0.6
−0.6

+1.2
−2.0

+0.6
−0.6

+0.2
−0.5

+0.3
−0.3 ± 0.6 +3.7

−3.0
+10.4
−10.2

9-9.5 139.2 ± 13.0 +1.9
−3.0

+3.5
−3.5

+1.2
−1.3

+0.4
−0.4

+0.0
−0.1

+0.2
−0.2 ± 0.5 +4.3

−4.9
+10.3
−10.5

9.5-10 128.3 ± 11.9 +1.4
−1.1

+2.4
−2.4

+0.5
−0.4

+0.9
−0.9

+0.0
−0.1

+0.2
−0.2 ± 0.5 +3.0

−2.8
+9.7
−9.7

10-10.5 87.5 ± 8.7 +0.3
−0.6

+1.1
−1.1

+0.5
−0.4

+0.4
−0.4

+0.1
−0.1

+0.2
−0.2 ± 0.3 +1.4

−1.4
+10.0
−10.0

10.5-11 78.7 ± 8.4 +0.7
−0.2

+0.3
−0.3

+0.0
−0.6

+0.4
−0.4

+0.1
−0.1

+0.2
−0.2 ± 0.3 +0.9

−0.9
+10.7
−10.7

11-11.5 49.1 ± 6.1 +0.0
−0.3

+0.0
−0.0

+0.6
−0.3

+0.9
−0.9

+0.8
−0.0

+1.1
−1.1 ± 0.3 +1.7

−1.5
+12.5
−12.5

11.5-12 33.8 ± 5.1 +0.2
−0.0

+0.1
−0.1

+0.0
−0.1

+0.1
−0.1

+0.2
−0.0

+0.1
−0.1 ± 1.4 +1.4

−1.4
+15.2
−15.2

12-12.5 20.8 ± 4.4 +0.1
−0.2

+0.3
−0.3

+0.0
−0.2

+0.1
−0.1

+0.0
−0.3

+0.1
−0.1 ± 0.1 +0.3

−0.5
+21.4
−21.4

12.5-13 11.7 ± 3.6 +1.8
−0.0

+8.1
−8.1

+0.0
−8.0

+1.8
−1.8

+0.0
−0.1

+0.2
−0.2 ± 0.2 +8.5

−11.6
+32.2
−33.2

Table 9.10: Extracted number of CC events for an ES and CC unconstrained fit for
events with reconstructed radius less than 550cm. Shown are the extracted number of
ES events per 0.5MeV bin with the first bin being 4.0MeV-4.5MeV. The systematic
uncertainties from energy scale (E), energy resolution (σE), β14 scale (β14),β14 reso-
lution (σβ14), radial scale (R), radial resolution (σR), and angular resolution (σAng).
The total systematic uncertainty (σsys) and total uncertainty (σtotal) are given in the
last 2 columns.
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Bin (MeV) Fit E σE β14 σβ14 R σR σAng σsys σtotal

4-4.5 67.9 ± 20.5 +2.5
−12.4

+12.5
−12.5

+0.0
−11.3

+0.1
−0.1

+0.5
−7.1

+5.8
−5.8 ± 2.4 +14.2

−23.0
+33.4
−37.9

4.5-5 53.2 ± 14.1 +1.1
−2.2

+5.6
−5.6

+0.5
−0.8

+3.3
−3.3

+0.0
−2.9

+0.8
−0.8 ± 4.8 +8.2

−8.9
+27.7
−27.9

5-5.5 50.0 ± 12.8 +1.1
−2.3

+3.2
−3.2

+1.2
−4.3

+0.4
−0.4

+0.5
−0.1

+0.7
−0.7 ± 6.7 +7.6

−8.9
+26.6
−27.0

5.5-6 60.8 ± 12.3 +1.8
−1.4

+0.1
−0.1

+2.0
−0.2

+1.2
−1.2

+0.0
−0.4

+0.4
−0.4 ± 4.4 +5.3

−4.8
+20.9
−20.8

6-6.5 45.5 ± 11.3 +0.8
−0.5

+2.4
−2.4

+1.8
−0.3

+2.4
−2.4

+0.3
−0.9

+0.5
−0.5 ± 3.0 +5.0

−4.7
+25.3
−25.3

6.5-7 39.2 ± 10.8 +0.5
−0.1

+1.8
−1.8

+1.4
−0.0

+3.0
−3.0

+0.4
−0.3

+0.1
−0.1 ± 5.9 +7.0

−6.8
+28.4
−28.3

7-7.5 29.0 ± 9.8 +1.2
−0.0

+2.6
−2.6

+2.0
−3.2

+0.8
−0.8

+0.0
−1.3

+0.9
−0.9 ± 3.5 +5.0

−5.7
+34.3
−34.4

7.5-8 18.2 ± 8.7 +1.1
−4.5

+2.3
−2.3

+2.9
−5.0

+1.9
−1.9

+0.0
−1.3

+4.4
−4.4 ± 5.3 +8.0

−10.1
+48.2
−48.6

8-8.5 30.8 ± 8.7 +0.7
−0.6

+0.1
−0.1

+1.2
−1.3

+1.2
−1.2

+0.4
−0.8

+0.0
−0.0 ± 2.8 +3.3

−3.4
+28.5
−28.5

8.5-9 30.5 ± 8.1 +1.0
−1.5

+2.6
−2.6

+2.1
−0.0

+1.0
−1.0

+0.0
−0.6

+0.7
−0.7 ± 3.2 +4.9

−4.6
+27.0
−27.0

9-9.5 18.2 ± 8.2 +0.0
−2.0

+5.5
−5.5

+4.8
−1.7

+3.5
−3.5

+0.8
−0.0

+0.3
−0.3 ± 5.1 +9.6

−8.6
+46.0
−45.8

9.5-10 11.9 ± 4.4 +0.0
−1.3

+0.2
−0.2

+1.2
−0.9

+1.0
−1.0

+0.0
−2.1

+0.8
−0.8 ± 5.2 +5.5

−6.0
+37.5
−37.6

10-10.5 9.0 ± 4.3 +0.4
−0.8

+0.2
−0.2

+0.0
−1.2

+0.3
−0.3

+0.0
−0.4

+0.9
−0.9 ± 2.1 +2.4

−2.8
+47.6
−47.6

10.5-11 1.6 ± 2.9 +2.9
−6.2

+7.8
−7.8

+25.1
−0.0

+7.2
−7.2

+3.1
−8.5

+12.1
−12.1 ± 10.2 +31.8

−21.8
+190.5
−189.1

11-11.5 3.8 ± 2.8 +1.1
−0.0

+2.1
−2.1

+0.2
−2.3

+3.5
−3.5

+0.0
−5.1

+4.1
−4.1 ± 4.7 +7.6

−9.4
+73.7
−73.9

11.5-12 3.2 ± 2.4 +0.0
−0.7

+0.3
−0.3

+1.0
−0.0

+1.2
−1.2

+0.0
−2.0

+1.5
−1.5 ± 14.4 +14.6

−14.7
+77.3
−77.4

12-12.5 1.2 ± 1.6 +0.0
−0.8

+7.1
−7.1

+2.3
−0.2

+1.4
−1.4

+5.3
−0.0

+1.4
−1.4 ± 2.2 +9.6

−7.7
+128.6
−128.5

12.5-13 4.4 ± 2.6 +0.0
−27.8

+1.4
−1.4

+0.0
−1.3

+27.7
−27.7

+0.1
−0.1

+0.5
−0.5 ± 0.4 +27.7

−39.3
+131.2
−134.1

Table 9.11: Extracted number of ES events for an ES and CC unconstrained fit for
events with reconstructed radius less than 550cm. Shown are the extracted number of
ES events per 0.5MeV bin with the first bin being 4.0MeV-4.5MeV. The systematic
uncertainties from energy scale (E), energy resolution (σE), β14 scale (β14),β14 reso-
lution (σβ14), radial scale (R), radial resolution (σR), and angular resolution (σAng).
The total systematic uncertainty (σsys) and total uncertainty (σtotal) are given in the
last 2 columns.
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9.8 Extracted Neutral Current and Background

Events

The NC signals and the background distributions are not dependent on the shape

of the 8B neutrino energy spectrum. Therefore these signals can be extracted with

their energy shapes fixed and the extracted number of events is the total number

of events throughout the whole energy range not just for an individual 0.5MeV bin.

The number of events for a given energy bin can then be interpolated since we know

the shapes of the energy distributions of these signals very well. Table 9.12 and 9.12

show the fitted NC and background events for 476cm and 550cm fiducial volumes

respectively. The systematic uncertainties are also included.

Fit E σE β14 σβ14 R σR σAng σsys σtotal

nc 1992.6 ± 92.7 +1.6
−1.5

+2.6
−2.6

+3.5
−5.8

+0.2
−0.2

+0.0
−0.4

+0.4
−0.4 ± 0.2 +4.7

−6.6
+6.6
−8.1

Bi 506.1 ± 97.8 +13.2
−10.2

+22.6
−22.6

+5.2
−0.2

+0.9
−0.9

+0.0
−2.5

+3.0
−3.0 ± 2.3 +27.0

−25.3
+33.2
−31.8

Bi H2O 38.6 ± 16.1 +0.0
−17.7

+2.8
−2.8

+16.4
−9.3

+12.9
−12.9

+10.6
−7.1

+20.0
−20.0 ± 1.7 +30.9

−32.1
+51.8
−52.5

Bi AV 17.4 ± 19.4 +84.0
−47.9

+36.7
−2.8

+88.1
−0.0

+31.2
−31.2

+51.4
−28.9

+15.1
−15.1 ± 0.3 +141.5

−75.3
+180.1
−134.6

Tl 210.2 ± 113.0 +0.0
−21.8

+35.8
−35.8

+29.7
−2.2

+21.5
−21.5

+1.1
−1.5

+2.3
−2.3 ± 0.8 +51.3

−47.2
+74.3
−71.6

Tl H2O 13.9 ± 7.3 +6.8
−10.9

+42.0
−42.0

+17.6
−21.1

+19.6
−19.6

+11.1
−4.3

+8.0
−8.0 ± 1.9 +52.0

−52.9
+74.1
−74.7

Tl AV 41.0 ± 29.4 +46.8
−22.6

+32.6
−32.6

+0.0
−36.9

+41.8
−41.8

+8.9
−39.1

+29.3
−29.3 ± 5.0 +77.2

−84.2
+105.4
−110.6

Na24 111.8 ± 91.6 +48.8
−0.0

+29.3
−29.3

+6.9
−43.1

+17.1
−17.1

+4.8
−0.0

+6.4
−6.4 ± 3.0 +60.4

−55.3
+101.8
−98.8

Pmt 34.2 ± 12.4 +4.4
−22.2

+85.8
−85.8

+30.3
−10.5

+6.1
−6.1

+0.0
−9.9

+15.9
−15.9 ± 0.5 +92.7

−91.4
+99.6
−98.4

Extn 46.9 ± 41.2 +14.5
−16.4

+67.8
−67.8

+59.5
−8.4

+59.4
−59.4

+17.7
−0.0

+11.7
−11.7 ± 1.5 +111.1

−92.8
+141.7
−127.8

Table 9.12: Extracted number of NC and background events for an ES and CC un-
constrained fit for events with reconstructed radius less than 476cm. The systematic
uncertainties from energy scale (E), energy resolution (σE), β14 scale (β14),β14 reso-
lution (σβ14), radial scale (R), radial resolution (σR), and angular resolution (σAng).
The total systematic uncertainty (σsys) and total uncertainty (σtotal) are given in the
last 2 columns.
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Fit E σE β14 σβ14 R σR σAng σsys σtotal

nc 2918.0 ± 89.4 +1.4
−1.9

+1.6
−1.6

+2.7
−5.0

+1.3
−1.3

+0.0
−0.8

+0.8
−0.8 ± 0.2 +3.7

−5.8
+5.3
−7.0

Bi 548.9 ± 113.3 +14.0
−5.2

+28.3
−28.3

+17.5
−0.0

+12.4
−12.4

+3.9
−0.0

+2.6
−2.6 ± 3.0 +38.5

−31.5
+43.7
−37.7

Bi H2O 113.4 ± 26.2 +5.4
−21.8

+0.9
−0.9

+0.4
−5.3

+16.5
−16.5

+6.1
−19.6

+7.7
−7.7 ± 0.2 +20.0

−35.0
+30.6
−41.9

Bi AV 84.6 ± 31.3 +0.0
−32.3

+32.1
−0.9

+25.2
−50.8

+14.2
−14.2

+5.4
−11.8

+7.1
−7.1 ± 0.7 +44.1

−71.0
+57.5
−80.1

Tl 239.1 ± 120.0 +0.0
−17.6

+26.8
−26.8

+21.8
−0.0

+23.1
−23.1

+1.0
−3.4

+3.7
−3.7 ± 0.5 +41.7

−39.8
+65.3
−64.1

Tl H2O 28.1 ± 31.4 +116.6
−0.0

+59.9
−59.9

+55.8
−48.6

+100.0
−100.0

+66.4
−0.0

+26.2
−26.2 ± 0.6 +188.1

−129.0
+218.8
−170.6

Tl AV 0.0 ± 34.6 – – – – – – – – –
Na24 157.1 ± 98.5 +31.6

−0.0
+9.6
−9.6

+0.0
−26.3

+16.8
−16.8

+3.7
−4.0

+2.0
−2.0 ± 1.0 +37.3

−33.0
+73.0
−70.9

Pmt 58.2 ± 15.4 +8.5
−5.6

+46.7
−46.7

+0.0
−7.8

+18.4
−18.4

+14.2
−0.0

+15.0
−15.0 ± 0.1 +54.9

−53.3
+61.0
−59.5

Extn 0.0 ± 7.0 – – – – – – – – –

Table 9.13: Extracted number of NC and background events for an ES and CC un-
constrained fit for events with reconstructed radius less than 550cm. The systematic
uncertainties from energy scale (E), energy resolution (σE), β14 scale (β14),β14 reso-
lution (σβ14), radial scale (R), radial resolution (σR), and angular resolution (σAng).
The total systematic uncertainty (σsys) and total uncertainty (σtotal) are given in the
last 2 columns. For the backgrounds where the fit results are equivalent to 0 the
systematics uncertainties as a percent are meaningless and are therefore not given.
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Chapter 10

Physics Interpretation

The number of neutrino events have been extracted for the CC, ES, and NC signals

above a kinetic energy threshold of 4.0MeV in the salt phase of SNO. This is sig-

nificantly lower than the already published salt analysis threshold of 5.5MeV [1].

To extract the neutrino signals down to the 4MeV energy threshold the number of

internal and external backgrounds are extracted along with the neutrino signals. This

has provided a tight constraint on the number of background events. The extracted

CC and NC fluxes have smaller uncertainties than the previously published results.

The CC flux is extracted from an energy dependent fiducial volume analysis. This is

done to minimize the radioactive background to CC signal ratio for every energy bin.

10.1 8B Energy Shape Constrained Fits

The lowest uncertainties on the neutrino fluxes are achieved by doing a 8B energy

shape constrained fit on the neutrino data. The energy shape can then be used as an

additional constraint on the CC and ES extraction. The NC number by itself provides
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a direct test of the standard solar model calculation for the neutrino flux. While the

shape constrained fit provides the smallest uncertainties on the extracted fluxes and

is useful for testing the no-oscillation hypothesis the fit results do not provide any

other physics information. The energy shape constrained fits have been performed

with a 476cm, 550cm, and 576cm radial acceptance region. The extracted number

of CC, NC, and ES events obtained from the constrained fit are given in tables 10.1

and 10.3. The fits are done down to an energy threshold of 4MeV, the same as

for the unconstrained fits. For the results published in [1] the constrained signal

extraction was done for an energy threshold of 5.5MeV and a radial region of 550cm.

The results presented here have a smaller statistical and systematic uncertainty than

the results in [1]. The lower energy threshold means more events are in the data

sample and therefore the extracted numbers have better statistical precision. Since

the backgrounds are fitted for along with the signals down to 4MeV the number of

background events are better constrained in the neutrino signal window which results

in a smaller systematic uncertainty. The dominant systematic uncertainties on the

CC and NC numbers are the uncertainties associated with the energy response and

the β14 parameter. These were described in sections 9.1 and 9.2. The dominant

systematic uncertainty on the extracted number of ES events is the uncertainty that

arises from the angular resolution. The angular resolution uncertainty was described

in section 9.3.

It is more useful to express the numbers in tables 10.1 and 10.3 in terms of absolute

neutrino fluxes. In this way the the CC and NC fluxes can be compared to determine

the oscillation angle and the NC flux can be used to check the SSM prediction.
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Signal 476cm volume 550cm volume
CC 1765 ± 3.8 % (stat) +3.6

−3.6 % (syst) 2627 ± 3.1 % (stat) +3.6
−4.3 % (syst)

NC 1998 ± 4.2 % (stat) +4.0
−4.3 % (syst) 2900 ± 3.4 % (stat) +5.8

−3.5 % (syst)
ES 273 ± 10 % (stat) +14.6

−13.1 % (syst) 461 ± 8.4 % (stat) +9.2
−7.1 % (syst)

Table 10.1: Extracted number of CC, ES, and NC events after performing a 8B energy
shape constrained fit on the salt neutrino data. Shown are the extracted number for
an analysis volume of 476cm, 550cm. The uncertainties on the numbers are given as
a percent.

Signal 576cm volume
CC 2939 ± 3.0 % (stat) +4.0

−4.2% (syst)
NC 3384 ± 3.0 % (stat) +4.7

−4.0 % (syst)
ES 536 ± 7.8 % (stat) +9.1

−8.0 % (syst)

Table 10.2: Extracted number of CC, ES, and NC events after performing a 8B energy
shape constrained fit on the salt neutrino data. Shown are the extracted number for
an analysis volume of 576cm. The uncertainties on the numbers are given as a percent.

Signal Flux (×106cm−2sec−1)
CC 1.62 +0.05

−0.05 (stat) +0.06
−0.07 (syst)

NC 4.82 +0.16
−0.16 (stat) +0.30

−0.19 (syst)
ES 2.63 +0.22

−0.22 (stat) +0.24
−0.19 (syst)

Table 10.3: Absolute neutrino fluxes for the CC, ES, and NC signals for an constrained
8B energy shape fit out to a radius of 550cm and above an energy threshold of 4MeV.
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10.2 8B Energy Shape Unconstrained Fit Results

While the 8B energy shape constrained fit gives an overall smaller uncertainty in the

extracted neutrino fluxes, the extracted fluxes are not physical since neutrinos go

through spectral distortion as they pass through the sun. Therefore a more realistic

measurement of the total flux is through the unconstrained signal extraction. The

unconstrained neutrino signal is extracted in each 0.5MeV bin between 4MeV and

13MeV for the CC and ES neutrino signals. To get the total CC and ES unconstrained

flux the extracted number of CC and ES events are summed from each of the 0.5MeV

bins. Table 10.4 shows the total number of fitted neutrino signal events from the

unconstrained fit. The statistical uncertainty on the extracted numbers does not

change much compared to the constrained fit however the systematic uncertainties

on the CC and ES neutrino events are higher for the unconstrained fit. For the NC

signal the systematic uncertainty is similar to the constrained fit since the energy

shape of the NC signal is still constrained in the unconstrained fit.

Signal 550cm volume
CC 2565 ± 3.2 % (stat) +11.5

−16.1 % (syst)
NC 2912 ± 3.3 % (stat) +5.9

−6.7 % (syst)
ES 479 ± 8.1 % (stat) +10.6

−11.3 % (syst)

Table 10.4: Extracted number of CC, ES, and NC events after performing a 8B energy
shape unconstrained fit on the salt neutrino data. Shown are the extracted number
for an analysis volume of 550cm. The uncertainties on the numbers are given as a
percent.

Table 10.5 summarizes the absolute fluxes from the three neutrino signals derived

from the unconstrained fit. Both the energy and unconstrained fits results are in

agreement with the previously published result in [1]. The previously published
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energy constrained fit fluxes are 1.72 for CC, 4.81 for NC, and 2.34 for ES. The

unconstrained fit results were 1.68 for CC, 4.94 for NC, and 2.35 for ES. The numbers

are in terms of 106cm−2sec−1.

Signal Flux (×106cm−2sec−1)
CC 1.58 +0.05

−0.05 (stat) +0.18
−0.25 (syst)

NC 4.84 +0.16
−0.16 (stat) +0.29

−0.32 (syst)
ES 2.73 +0.22

−0.22 (stat) +0.29
−0.31 (syst)

Table 10.5: Absolute neutrino fluxes for the CC, ES, and NC signals for an uncon-
strained 8B energy shape fit out to a radius of 550cm and above an energy threshold
of 4MeV.

The extracted neutrino fluxes for a signal extraction out to a radius of 576cm are

given in table 10.6. The larger systematic uncertainty on the CC flux for the 576cm

fit is due to the increase in external backgrounds at higher radius.

Signal Flux (×106cm−2sec−1)
CC 1.58 +0.08

−0.08 (stat) +0.20
−0.32 (syst)

NC 5.23 +0.15
−0.15 (stat) +0.22

−0.48 (syst)
ES 2.75 +0.23

−0.23 (stat) +0.25
−0.26 (syst)

Table 10.6: Absolute neutrino fluxes for the CC, ES, and NC signals for an uncon-
strained 8B energy shape fit out to a radius of 576cm and above an energy threshold
of 4MeV.

10.2.1 CC flux with an Energy Dependent Fiducial Volume

We can improve the precision of the CC flux measurement by employing the energy

dependent fiducial volume method, where for a given energy threshold a radial region

is chosen to maximize the signal to background ratio. For a lower energy threshold a
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smaller volume is chosen to remove background events from external radioactivity. At

a higher threshold, the volume can be increased. The CC flux has been determined

at various radial and energy thresholds and then a weighted average is taken to

get a combined flux. The radial regions used are outlined by panel (a) of figure

10.2, and are summarized in table 10.7. The CC flux determined from the energy

dependent fiducial volume method has a significantly lower uncertainty than the CC

flux determined from the previous analysis above 5.5MeV. Taking a weighted average

Radius (cm) Energy range (MeV)
476 4.0-5.0
536 5.0-6.0
550 6.0-8.0
576 8.0-13.0

Table 10.7: Radial regions used for CC flux extraction for various energy bins. The
radial regions are chosen to give the best CC signal to radioactive background ratio
for the given energy bins.

of the CC flux from all the radial-energy regions gives

ΦCC = 1.60 +0.04
−0.04 (stat) +0.06

−0.06 (syst) × 106cm−2sec−1.

The neutrino mixing angle is directly related to the electron neutrino survival

probability. Therefore it is useful to calculate the CC/NC flux ratio, which is the

ratio of the electron type neutrino flux to the flux of all active neutrinos. Equation

10-2 gives the CC/NC flux ratio calculated for the unconstrained fit above 4MeV

and for the fit above 5.5MeV done in [1]. The CC/NC ratios derived here are in

agreement with those published.

ΦCC

ΦNC

(4MeV) = 0.331 +0.014
−0.014 (stat) +0.024

−0.025 (syst), (10-1)
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ΦCC

ΦNC

(5.5MeV) = 0.340 +0.023
−0.023 (stat) +0.029

−0.031 (syst). (10-2)

Table 10.8 compares the uncertainties on the extracted fluxes for the 4MeV analysis

done here with the 5.5MeV threshold analysis from [1]. Table 10.9 compares the

4MeV uncertainty (%) 5.5MeV uncertainty (%)
ΦCC

+4.6
−4.4

+5.9
−6.4

ΦNC
+6.8
−7.4

+8.9
−8.2

ΦES
+12.3
−12.6

+11.3
−11.3

Table 10.8: Uncertainties on the extracted neutrino fluxes for the 4MeV analysis done
here and for the analysis done in [1].

uncertainties on the CC/NC flux ratios for the analysis done here and for the previous

5.5MeV threshold analysis.

uncertainty on CC/NC (%)
4MeV analysis +8.4

−8.7

5.5MeV analysis +10.9
−11.4

Table 10.9: Total uncertainties on the CC/NC flux ratios for the 4MeV analysis and
the analysis done in [1].

10.2.2 Comparison with the Standard Solar Model

The most recent theoretical calculation of the SSM 8B neutrino flux from the late

John Bahcall was 5.79(1±0.23) [2]. Even though this number is considerably higher

than the measured NC flux summarized in tables 10.5, 10.6 and 10.3, the measured

values fall within the large 23% theoretical uncertainty.
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10.3 The CC Energy Spectrum

The extracted CC energy spectrum above an outgoing electron energy of 4MeV is

very interesting in terms of testing the predicted effect of the MSW mechanism on

the neutrino energy spectrum. The MSW effect predicts an upturn in the neutrino

survival probability at energies lower than the already published SNO energy thresh-

old of 5.5MeV. The upturn is even more defined at energies below 4MeV but the

SNO radioactive background levels overwhelm the neutrino signal at lower energies.

Future neutrino experiments plan to detect the pep and pp neutrinos to probe the

transition region between MSW and vacuum oscillations. Figure 2.2 in chapter 2

shows the expected electron neutrino survival probability as function of energy pre-

dicted by the MSW effect. There is a strong upturn in the survival probability at

energies below the already published analysis threshold. The CC energy spectrum

presented in this thesis is extracted down to an energy threshold of 4MeV. There is no

apparent upturn observed in the extracted spectrum. It has been proposed that one

of the ways to explain the lack of the upturn in the survival probability is through non

standard neutrino-matter interactions (NSI). These non-standard interactions could

possibly take the form of neutrinos interacting with quarks and not just electrons as

they pass through matter. This would result in a different MSW type effect where

the neutrino mixing is dependent on the chemical composition of the medium and

not just the electron density [17]. Figure 10.1 shows the survival probabilities for the

best-fit point for the standard LMA solution, labeled LMA-1 in the figure, and for

the LMA solution including non-standard interactions, labeled LMA-0. The curves

represent the survival probabilities averaged over production region inside the sun

for the 8B and pep components of the neutrino fluxes. While the standard LMA-1
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solution shows an upturn in the survival probability at energies below the SNO en-

ergy range the non-standard LMA-0 solution shows a dip in the survival probability

in this region.

Figure 10.1: Electron neutrino survival probabilities for the best fit LMA-0 and LMA-
1 points. The LMA-0 solutions represents the MSW effect with non-standard inter-
actions included. LMA-1 is the standard MSW effect solution.

10.3.1 Fit to the Charge Current Energy Spectrum

Another possible mechanism that might cancel the upturn predicted by the MSW

effect is that the active neutrinos can oscillate into a non-interacting sterile neutrino.

The sterile neutrino mixing was described in section 2.2.1. The SNO salt and pure
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D2O phase data was fitted to a neutrino survival probability determined from intro-

ducing a small sterile mixing angle [16]. The fit was shown in figure 2.3 and is for

the previously published SNO energy threshold of 5.5MeV. For the analysis in this

thesis, a similar fit was done for the salt phase data down to an energy threshold of

4MeV. The extracted CC energy spectra were combined from the fits at various ra-

dial acceptance regions, shown in 9.13, to get the extracted number of CC events for

every 0.5MeV bin with the lowest possible uncertainty. At the largest radial accep-

tance region of 576cm for example, the extracted number of CC events in the lowest

energy bin of 4 to 4.5MeV would have the smallest statistical uncertainty but the

largest systematic uncertainty due to the contamination of external radioactive back-

grounds. The extracted number of CC events in each energy bin were chosen from

a radial region that minimized the combined statistical and systematic uncertainty

for that given energy bin. The combined CC energy spectrum was then divided by

the predicted CC energy spectrum assuming no neutrino oscillations. If there is no

spectral distortion then the resultant curve would be a flat line. The MSW effect

predicts an upturn in this curve at lower energies. Figure 10.2 shows the ratio of the

extracted number of CC events in every 0.5MeV energy bin between 4 and 14MeV

to the number predicted by an undistorted 8B energy spectrum. Indicated in the

figure are also the radial cuts used for the various energy regions. The extracted

data is compared to the SNO best fit LMA solution of ∆m2 = 8.0× 10−5 and θ =

33.9 degrees. It is also fitted to the LMA solution with a small sterile mixing angle

of sin2(2α) = 0.001 and a ratio of the sterile mass squared difference to the active

neutrino mass squared difference of R∆ = 0.1. Both curves fit well to the data, with

the sterile mixing survival probability giving a slightly better fit. For the LMA fit

the χ2 is 18.9 for 17 degrees of freedom and for the sterile fit it is 17.6 for 17 degrees
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of freedom. This is not significant enough to disprove the pure LMA solution or to

support sterile neutrino mixing.
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Figure 10.2: The ratio of the extracted CC energy spectrum to the 8B energy spectrum
with no neutrino oscillations. Panel (a) indicates the radial regions used to get the
lowest uncertainties on the extracted CC flux for the various energy bins. Panel (b)
shows the data points from panel (a) fitted to the survival probability predicted by the
standard LMA solution to the MSW effect and to the predicted survival probability
if a small sterile mixing angle is included to the LMA solution.

177



Chapter 11

Conclusion

The neutrino data from the salt phase of SNO has been analyzed. As part of the

salt phase analysis the detection efficiency for neutrons produced by the NC neutrino

interaction has been determined. The detection efficiency was determined through

a calibration program where a 252Cf source was deployed at various radial positions

throughout the D2O volume. For a 5.5MeV energy threshold and a fiducial volume

of 550cm the neutron detection efficiency has been determined to be (40.7 ± 0.5

+0.9
−0.8)%. This is a factor of ∼ 3 higher than the pure D2O phase detection efficiency

measurement.

The CC, NC, and ES neutrino signals in SNO have been extracted down to a

kinetic energy threshold of 4MeV. The previously published results are for an energy

threshold of 5.5MeV. In going lower in energy threshold, the internal and external

radioactive backgrounds become significant. To account for the radioactive back-

grounds the backgrounds are extracted along with the neutrino signals in a maximum

likelihood signal extraction. To minimize uncertainties on the extracted CC flux an

energy dependent fiducial volume is used that maximizes the CC signal to radioactive
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background ratio. The absolute neutrino fluxes above an energy threshold of 4MeV

are

Signal Flux (×106cm−2sec−1)
CC 1.60 +0.04

−0.04 (stat) +0.06
−0.06 (syst)

NC 4.84 +0.16
−0.16 (stat) +0.29

−0.32 (syst)
ES 2.75 +0.23

−0.23 (stat) +0.25
−0.26 (syst)

These values are in agreement with the fluxes published in [1] for a 5.5MeV energy

threshold. The NC flux, which is a measure of total active neutrino flux from the sun,

is in agreement with the latest SSM prediction of 5.79(1±0.23) [2]. The uncertainties

on the extracted NC and CC fluxes are smaller than the published results. The

uncertainties compared to the published results are given below.

uncertainties presented here (%) uncertainties from [1] (%)
ΦCC

+4.6
−4.4

+5.9
−6.4

ΦNC
+6.8
−7.4

+8.9
−8.2

ΦES
+12.3
−12.6

+11.3
−11.3

The ratios of electron type neutrino flux to the total active neutrino flux for the

results presented here and for the published results are

ΦCC

ΦNC

(4MeV) = 0.331 +0.014
−0.014 (stat) +0.024

−0.025 (syst),

ΦCC

ΦNC

(5.5MeV) = 0.340 +0.023
−0.023 (stat) +0.029

−0.031 (syst).

Again, in agreement with the the previously published values. A direct comparison

of the total uncertainty on the CC/NC ratio derived here with the published ratio is

shown below.
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uncertainty on CC/NC (%)
4MeV analysis +8.4

−8.7

5.5MeV analysis +10.9
−11.4

The CC energy spectrum has been extracted down to a kinetic energy of 4MeV and

compared to the LMA prediction for spectral distortion. To minimize uncertainties

on the extracted spectrum an energy dependent radial region was used. This was

done to minimize the external radioactive background to signal ratio in each energy

bin. Due to the large uncertainties in the extracted CC spectrum at the low energy

bins the predicted LMA distortion was not observed. The extracted CC spectrum

may however exclude some non-standard neutrino interaction theories which predict

a large spectral distortion.
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