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Abstract

The Sudbury Neutrino Observatory (SNO), a heavy water Čerenkov detector, is a solar neutrino telescope which is currently under construction. The Čerenkov photons will be detected by a Hamamatsu R1408 photomultiplier and concentrator whose angular performance has been measured and found to behave in accordance with the computer simulation of Lay, giving a concentration factor of 1.6 → 1.7 in water.

Photodisintegration of the deuteron is a principal background in SNO. A phenomenological cross section for this process in the 0 → 25MeV energy region, accurate to better than 2% over most of the range, is presented. A neutron transport code has been adapted for use in the SNO Monte Carlo, and an extensive verification procedure carried out which confirmed its suitability for n-transport calculations in SNO.

The n-transport capability of the SNO Monte Carlo has been used to determine the probability that neutrons from the $\nu_e + d \rightarrow n + p + \nu_e$ neutral current neutrino reaction are detected above a threshold of 60 PMT hits as a function of the concentration of the MgCl$_2$ additive in the SNO D$_2$O. The probability initially rises steeply with salt concentration but then levels off, being $8.9 \pm 0.1\%$ without salt and $41.0 \pm 0.3\%$ in an 0.1% salt solution, $44.6 \pm 0.4\%$ at 0.2%, $46.7 \pm 0.4\%$ at 0.3%, and $47.7 \pm 0.4\%$ at 0.4%. The Monte Carlo has also been used to simulate a single year of SNO data taking assuming the MSW effect and a simple analysis presented to show that the ratio of the neutral current and charged current event rates (normalised to their standard solar model values) will be $2.7 \pm 0.2$ without salt, $3.0 \pm 0.1$ in an 0.1% salt solution, $2.7 \pm 0.1$ at 0.2%, $2.8 \pm 0.1$ at 0.3%, and $2.9 \pm 0.1$ at 0.4%. An 0.1% solution is recommended as the minimum salt concentration that should be used in the SNO experiment.
This Thesis

In this thesis, the work done by the author in developing the SNO experiment’s Monte Carlo, SNO- MAN, will be described in some detail. The author has undertaken three projects for which he is solely responsible; the first to measure the angular performance of the SNO PMT and concentrator, with which to test a Monte Carlo model developed by Lay (Chapter 3), and which is part of a paper by Lay and Lyon [96] accepted for publication in NIM; the second to investigate the cross section for the d(γ,n)p interaction for use in the SNOMAN program (Chapter 5); and the third to select, install, develop, test, and use a neutron transport code for the SNOMAN program (Chapters 6 → 9). This neutron transport code will be used by the whole SNO collaboration to predict the background and response of the detector to neutral current events, and hence will be a cornerstone in the analysis of detector data.

The development of a neutron transport code for SNOMAN and the testing that accompanied it, which now serves as a verification of the code, took approximately 12 months. There are two reasons for the length of time that was taken. The first is that SNOMAN is a very different program from MCNP, the program from which the neutron transport code was taken; consequently the use of MCNP in SNOMAN was not just a matter of ‘plugging it in’ (to SNOMAN). The second reason for the long time taken is the extremely comprehensive nature of the testing that was carried out on SNOMAN once it was n-transport capable. These issues are covered in detail in Chapters 7 and 8.

The author has also done additional work, described in Chapter 4, on the design of a facility for the long term monitoring of the performance and water tolerance of individual detector components. The design of the facility was undertaken in collaboration with N. Jelley, who also commissioned the construction work; the calculations that were used in assessing the feasibility of the design were carried out by this author.
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Terminology

Throughout this thesis the author has used a number of shorthand notations. The most important and frequent are;

1. the acronym SNO which refers to the Sudbury Neutrino Observatory; and,
2. the term PMT which refers to a photomultiplier tube; and,
3. the terms NHIT or NHITS which refer to the number of photomultiplier tubes registering a hit in a 100ns event window in the SNO detector; and,
4. n, p, d, and t which, in the context of a nuclear reaction, refer to a neutron, a proton, a deuteron, or a tritium nucleus, respectively; and,
5. \( \nu_e \), \( \nu_\mu \), and \( \nu_\tau \), which refer to the electron neutrino, the muon neutrino, and the tau neutrino, respectively; and,
6. \( \nu_x \) which refers to a neutrino of any of the three flavours; electron, muon, or tau; and,
7. the term \( \beta-\gamma \) decay which refers to the decay of a nucleus such as \(^{208}\text{Tl}\), where a \( \beta \) decay to an excited state of \(^{208}\text{Pb}\) is followed by the prompt emission of \( \gamma \) radiation which ceases when the \(^{208}\text{Pb}\) nucleus reaches the ground state; and,
8. the term macroscopic cross section which refers to an inverse mean free path, \( \lambda \), where \( \lambda = \sum_i n_i \sigma_i \), and the \( n_i \) are number densities and the \( \sigma_i \) are usually neutron-nucleus interaction cross sections (the \( \sigma_i \) are also known as microscopic cross sections); and,
9. the term CC which refers to the Charged Current interaction \( \nu_e + d \rightarrow p + p + e^- \); and,
10. the term ES which refers to the Electron Scattering interaction \( \nu_x + e^- \rightarrow \nu_x + e^- \); and,
11. the term NC which refers to the Neutral Current interaction \( \nu_x + d \rightarrow \nu_x + p + n \); and,
12. the term IN which refers to Internal Neutron events, or neutron events that are distributed uniformly throughout the SNO heavy water; and,
13. the term EN which refers to External Neutron events, or neutron events external to the SNO heavy water.
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Chapter 1

Solar Neutrino Physics

1.1 Introduction to the Solar Neutrino Problem

Neutrinos are weakly interacting spin $\frac{1}{2}$ particles that are generated in the core of the Sun during the processes of nuclear fusion and $\beta$-decay which provide the energy with which the Sun shines. Due to the fact that neutrinos only interact weakly with matter, those that are generated in the solar core can pass directly out from the sun, and therefore provide physicists with a unique opportunity to study its interior.

In 1968 Davis et al. reported the first results from the Homestake solar neutrino experiment [1][2]. There, $\nu_e$ were captured by $^{37}$Cl atoms in a tank of perchloroethylene (C$_2$Cl$_4$) to give $^{37}$Ar. The Homestake experiment is ongoing, and the most recent result is a capture rate of [3];

\[
\text{Observed rate} = (2.56 \pm 0.16 \text{ (stat.)} \pm 0.14 \text{ (sys.)}) \text{ SNU} ,
\]

where 1 SNU (Solar Neutrino Unit) is equal to $10^{-36}$ captures per target atom per second. The predicted capture rate is [30];

\[
\text{Predicted rate} = (9.3^{+1.2}_{-1.3}) \text{ SNU} ,
\]

where the error represents an estimate of the 1\(\sigma\) theoretical error (see Refs. [25], and [30]).

Another detector, the Kamiokande detector in Japan [4][7][8], has also reported a deficit in the observed flux of solar neutrinos (Kamiokande II and III average) [9];

\[
\frac{\Phi_{\text{Observed}}}{\Phi_{\text{Predicted}}} = 0.424 \pm 0.029 \text{ (stat.)} \pm 0.05 \text{ (sys.)} .
\]

The Kamiokande detector is a water Čerenkov instrument, and was the first detector to verify that the Sun was the source of the neutrino signal.

The SAGE [14][15] and GALLEX [10][11] experiments are radiochemical experiments similar in principle to the Homestake chlorine detector, but utilising the $^{71}$Ga($\nu_e,e^-)^{71}$Ge reaction in gallium. The threshold for this reaction is much lower than that of the similar $^{37}$Cl($\nu_e,e^-)^{37}$Ar reaction in Homestake, being 0.2332MeV rather than 0.814MeV. This low threshold makes possible the detection of the low-energy high-flux pp neutrinos. Both experiments confirm the shortfall in neutrino flux; the GALLEX result being [13];

\[
\Phi_{\text{Observed}} = (70 \pm 7) \text{ SNU (sys.+stat.)} ,
\]

whilst the SAGE result is [17];

\[
\Phi_{\text{Observed}} = 72^{+12}_{-10} \pm 5 \text{ SNU (stat./sys.)} .
\]

These results are to be compared to the theoretical expectation, for which a representative value is [30] (1\(\sigma\) theoretical errors);

\[
\Phi_{\text{Expected}} = 137^{+5}_{-4} \text{ SNU} .
\]

The difference between the observed and predicted rates is known as the solar neutrino problem. The experimental field of solar neutrino physics began in order to observe directly the products of the
nuclear reactions that occur in the Sun. The unexpected deficit in the number of neutrinos observed compared to the number predicted has led to further exciting experimental and theoretical work in an attempt to explain the discrepancy. The remainder of this chapter will give an overview of the theoretical understanding and experimental activity which is the field of solar neutrino physics, concluding with a brief look at the future of the field.

1.2 Energy Generation and Neutrino Production in the Solar Interior

Nuclear fusion is the source of the energy with which the Sun supports itself and shines. The proton-proton chain, which is illustrated in Figure 1.1 and details about which are contained in Table 1.1, generates $\sim 98.5\%$ of the energy produced by the sun, the CNO cycle contributes the remainder ($\sim 1.5\%$). The overall consequence of the pp chain can be represented as;

$$4p + 2e^- \rightarrow \alpha + 2\nu_e + 4\gamma \ , \ Q = 27.7\text{MeV} \ , \ (1.7)$$

where the bulk of the thermal energy supplied by the burning of 4 protons to form a helium nucleus ultimately emerges from the surface of the Sun in the form of light. Very little of the energy supplied by the process of nuclear fusion is carried off by the neutrinos. As a result, the flux of the neutrinos at the earth can be crudely estimated by the expression;

$$\Phi = \frac{L_\odot}{13\text{MeV}} \times \frac{1}{4\pi D^2} = 6.5 \times 10^{10}\text{cm}^{-2}\text{s}^{-1} \ , \ (1.8)$$

where $L_\odot$ is the luminosity of the Sun, and $D$ is the Earth-Sun distance, and the energy contribution to the solar luminosity from one pp termination has been approximated as 13MeV per neutrino. The flux estimate is remarkably accurate given its crude nature; the standard solar model prediction for the total neutrino flux is $\Phi = (6.56 \pm 0.07) \times 10^{10}\text{cm}^{-2}\text{s}^{-1}$ [30]. The estimate given neglects all the physics required to determine the energy spectrum of neutrinos from the Sun, and hence all the physics that might determine the event rate in a given solar neutrino experiment. The neutrino energy spectrum is
Table 1.1: pp cycle statistics [26]. The termination % is the fraction of all terminations in the pp cycle that include the listed reaction. \( \tau = 1/\lambda \), where \( \lambda \) is the reaction rate constant in solar conditions. \( E_\nu \) is the energy of the emitted neutrino, where applicable.

a consequence of the rates of the individual reactions that make up the pp chain. The rates of these reactions can only be estimated by constructing a detailed physical model of the solar interior. It is these solar models that are the subject of the next section.

3.1.3 Standard Solar Models

A Standard Solar Model (SSM) is a solar model that most of the community accepts contains no surprising or unusual physical input parameters, assumptions, or evolution equations. Many such models have now been constructed; the solar models used to predict the neutrino flux from the sun have been refined from those used in the modelling of stellar evolution. A SSM makes the following basic assumptions [26] about the sun, which is a hydrogen burning main sequence star;

1. That the Sun is a spherically symmetric body undergoing no significant rotation.

2. That the Sun is in a state of hydrostatic equilibrium, where the internal pressure in the Sun counterbalances gravity;

\[
\frac{dP}{dr} = -\frac{Gm(r)p(r)}{r^2},
\]

where \( P \) is the pressure at a radius \( r \) in the Sun, \( m(r) \) is the mass contained within a sphere of radius \( r \), and \( p(r) \) is the density of matter at \( r \). The Sun is in hydrostatic equilibrium if this equation is valid for all \( r \). This is known to be an excellent approximation, because if hydrostatic equilibrium is not maintained, the Sun should collapse in a free-fall time of less than an hour. The pressure internal to the sun is just that of an ideal ionised gas, with contributions from radiation pressure and electron degeneracy;

\[
P(r) = \frac{a}{3} T^4 + \frac{kpT}{\mu \mu_{H}} (1 + D),
\]

where \( a = 8\pi^5 k^4/15c^3h^3 \), and the term \( aT^4/3 \) arises from radiation pressure, whilst \( kpT/\mu \mu_{H} \) is the thermal pressure and \( (1 + D) \) are the corrections from ionisation (calculated using the theory of Debye and Hückel, [131]), electron degeneracy and screening. \( \mu \) is the mean molecular reduced mass of the gas.

3. Energy generation in the Sun is primarily due to nuclear reactions, with a small contribution due to gravitational expansion or contraction. The luminosity generated in a spherical shell of radius \( r \) is given by;

\[
\frac{dL}{dr} = \rho(4\pi r^2) \left( E_{\text{nucl}} - T \frac{dS}{dt} \right),
\]

1
where $S$ is the stellar entropy.

4. Energy transport in the Sun occurs by radiation (photons and neutrinos) or by convective motion only. Radiative energy transfer by photons dominates convective transfer in the solar core, and hence the energy transport is given by

$$L_r = -4\pi r^2 \frac{ac}{3} \frac{dT^4}{dr}.$$  \hspace{1cm} (1.12)

$k$ is the total opacity, and it is the sum of the radiative and conductive opacities, $\kappa^{-1} = \kappa^{-1}_{\text{rad}} + \kappa^{-1}_{\text{cond}}$. The dominance of radiative transfer in the solar interior makes the calculation of radiative opacity an important step in the construction of any solar model.

5. That the Sun was in a state of chemical homogeneity when it was formed. Since that time, changes to the composition in the Sun have occurred only as a result of nuclear reactions or the radial diffusion of elements.

6. Mass loss from the Sun is neglected, as are the effects of the solar magnetic field.

7. No unknown physics plays any significant role in the Sun.

Helium and heavy element diffusion [22] [23] have only recently been included in any solar model, and significantly affect both the computed neutrino fluxes and the helioseismological frequencies (see Table 1.4). Helioseismological analyses of measured p-mode oscillation frequencies [21] provide an accurate test of the sound velocity in the solar interior. Bahcall and Pinsonneault [30] have included diffusion in their model, and their results agree very well with the observed p-mode oscillation data in the solar core [33].

In addition to the assumptions about pressure, energy generation, energy transfer, and chemical nature in the stellar core, the conditions at the outer edge of the star must also be specified. The boundary conditions that are used represent a great simplification of the actual conditions. This is because the outer regions of the Sun are strongly influenced by convection and by turbulence, processes which are poorly understood in a solar context. In practice, it is sufficient to assume that the outer regions are in convective equilibrium, and to apply well known approximate temperature-pressure relations. Bahcall [25] has demonstrated that the difference between the crudest and the most exact models of the convective region of the Sun is about 2% in the solar neutrino fluxes, and additionally Bahcall and Glasner [29] have demonstrated that a change in the depth of the convective zone by a factor of 5 changes the $^8$B flux by less than 7%, and the $^7$Be flux by less than 4%.

1.3.1 Input Data

In the previous section, the physical assumptions that are used in constructing SSMs were described. To complete the picture of a SSM, the more important input parameters will be outlined.

Fusion Cross Sections

The nuclear reactions that take place in the solar interior do so at energies much lower than those for which cross sections are measured in the laboratory. It is therefore necessary to extrapolate the cross sections to low energies. At these low energies, the Coulomb barrier plays a significant part in determining the rates for nuclear fusion. One common parameterisation for exothermic reactions is;

$$\sigma(E) = \frac{S(E)}{E} e^{-2\pi\eta}, \text{ where } \eta(E) = \frac{aZ}{v/c},$$  \hspace{1cm} (1.13)

where the exponential arises from the Gamow penetration factor for the penetration of the Coulomb barrier. $S(E)$ contains the small energy dependence of the matrix element, whilst the factor $1/E$ represents the dependence of many low-energy cross sections upon the de Broglie wavelength. Table 1.2 contains values for the parameters used in a recent solar model [26]. The cross sections so obtained by extrapolation from MeV energies to zero energy are convoluted with the Maxwell-Boltzmann thermal energy distribution to obtain the fusion rate in a solar model. Note that the rate of the pep reaction is proportional to that of the pp reaction, and hence is nearly solar model independent. The constant of proportionality varies by less than 10% between solar models.
Table 1.2: Reaction parameters for the p-p chain [26]. The errors are estimated 3σ errors. \( Q \) is the Q-value of the reaction, \( \langle q_{\nu_e} \rangle \) is the average neutrino energy, \( S_0 \) the cross section factor at zero energy, and \( t \) is the mean lifetime of the target nucleus in the solar interior. A * indicates that the cross section is not extrapolated in the usual manner but can be calculated accurately using weak interaction theory and the local physical conditions of the stellar plasma.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>( Q ) (MeV)</th>
<th>( \langle q_{\nu_e} \rangle )</th>
<th>( S_0 ) / keV b</th>
<th>( dS/dE )</th>
<th>( t )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^1\text{H}(p, e^+\nu_e)^2\text{H} )</td>
<td>0.420</td>
<td>0.265</td>
<td>4.07(1 ± 0.051)E−22</td>
<td>4.52E−24</td>
<td>10^{10}</td>
</tr>
<tr>
<td>( ^1\text{H}(p e^−, \nu_e)^2\text{H} )</td>
<td>1.442</td>
<td>1.442</td>
<td>*</td>
<td></td>
<td>10^{12}</td>
</tr>
<tr>
<td>( ^2\text{H}(p, \gamma)^3\text{He} )</td>
<td>5.494</td>
<td>2.5E−04</td>
<td>7.9E−06</td>
<td>10^{−8}</td>
<td></td>
</tr>
<tr>
<td>( ^3\text{He}(^3\text{He}, 2p)^4\text{He} )</td>
<td>12.860</td>
<td>5.15(1 ± 0.17)E+03</td>
<td>−0.9</td>
<td>10^{5}</td>
<td></td>
</tr>
<tr>
<td>( ^3\text{He}(^4\text{He}, \gamma)^7\text{Be} )</td>
<td>1.586</td>
<td>0.54(1 ± 0.06)</td>
<td>3.1E−04</td>
<td>10^{6}</td>
<td></td>
</tr>
<tr>
<td>( ^7\text{Be}(e^−, \nu_e)^7\text{Li} )</td>
<td>0.862</td>
<td>0.384</td>
<td>*</td>
<td>10^{−1}</td>
<td></td>
</tr>
<tr>
<td>( ^7\text{Li}(p, \alpha)^4\text{He} )</td>
<td>17.343</td>
<td>52(1 ± 0.5)</td>
<td>0</td>
<td>10^{−5}</td>
<td></td>
</tr>
<tr>
<td>( ^7\text{Be}(p, \gamma)^8\text{B} )</td>
<td>0.137</td>
<td>0.0243(1 ± 0.22)</td>
<td>−3E−05</td>
<td>10^{2}</td>
<td></td>
</tr>
<tr>
<td>( ^8\text{B}(e^+, \nu_e)^8\text{Be} )</td>
<td>17.980</td>
<td>6.710</td>
<td>8E−20</td>
<td>10^{−8}</td>
<td></td>
</tr>
<tr>
<td>( ^8\text{He}(p, e^+\nu_e)^4\text{He} )</td>
<td>19.795</td>
<td>9.625</td>
<td>10^{12}</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1.3: Primordial heavy elemental abundances in the Sun [20]. The numerical entries are the logarithms of the abundances normalised to log \( N = 12 \) for hydrogen. The heavy element abundance is \( Z/X = 0.0245 \), where \( Z \) is the fraction of the solar mass accounted for by heavy elements \((Z > 2)\) and \( X \) is the fraction of the solar mass accounted for by hydrogen.

<table>
<thead>
<tr>
<th>Element</th>
<th>Abundance</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>8.55 ± 0.05</td>
</tr>
<tr>
<td>N</td>
<td>7.97 ± 0.07</td>
</tr>
<tr>
<td>O</td>
<td>8.87 ± 0.07</td>
</tr>
<tr>
<td>Ne</td>
<td>8.08 ± 0.06</td>
</tr>
<tr>
<td>Na</td>
<td>6.33 ± 0.03</td>
</tr>
<tr>
<td>Mg</td>
<td>7.58 ± 0.05</td>
</tr>
<tr>
<td>Al</td>
<td>6.47 ± 0.07</td>
</tr>
<tr>
<td>Si</td>
<td>7.55 ± 0.05</td>
</tr>
<tr>
<td>P</td>
<td>5.45 ± 0.04</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Element</th>
<th>Abundance</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>7.21 ± 0.06</td>
</tr>
<tr>
<td>Cl</td>
<td>5.5 ± 0.3</td>
</tr>
<tr>
<td>Ar</td>
<td>6.52 ± 0.10</td>
</tr>
<tr>
<td>Ca</td>
<td>6.36 ± 0.02</td>
</tr>
<tr>
<td>Ti</td>
<td>5.02 ± 0.06</td>
</tr>
<tr>
<td>Cr</td>
<td>5.67 ± 0.03</td>
</tr>
<tr>
<td>Mn</td>
<td>5.39 ± 0.03</td>
</tr>
<tr>
<td>Fe</td>
<td>7.50 ± 0.04</td>
</tr>
<tr>
<td>Ni</td>
<td>6.25 ± 0.04</td>
</tr>
</tbody>
</table>

Elemental Abundances

Stellar elemental abundances are obtained from two sources; meteorites and the solar photosphere. In the past the two sources have given discrepant results, but as the atomic data has improved the abundances determined from the solar atmosphere have approached those obtained from meteorites, resulting in the consensus view that meteoritic values correctly represent the primordial elemental abundances in the Sun.

The assumed abundances of the heavy elements in the primordial Sun significantly influence the calculated neutrino fluxes [30]. Most importantly, the heavy elements contribute to the radiative opacity, which in its turn affects the temperature profile in the solar interior, and hence the rates of neutrino production (many of the rates are strongly dependent on the solar core temperature [31]). Table 1.3 contains a recent determination of the heavy element abundances [20].

The Radiative Opacity

The calculation of the opacity is believed by most not to be a major source of uncertainty in the solar neutrino fluxes because in the centre of the sun, where most of the solar neutrinos are produced and the temperature is \( > 10^{7} \)K, more than half the opacity arises as a result of photon scattering on free electrons and inverse bremsstrahlung in the presence of completely ionised hydrogen and helium, processes which
<table>
<thead>
<tr>
<th>Neutrino Production Reaction</th>
<th>Neutrino Fluxes / $10^{10}$ cm$^{-2}$ s$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1$H($p,e^+\nu_e$)$^2$H</td>
<td>$5.91(1.00^{+0.01}_{-0.02})$</td>
</tr>
<tr>
<td>$^1$H($pe^-,\nu_e$)$^2$H</td>
<td>$1.40 \times 10^{-2}(1.00^{+0.01}_{-0.02})$</td>
</tr>
<tr>
<td>$^7$Be($e^-,\nu_e$)$^7$Li</td>
<td>$5.15 \times 10^{-1}(1.00^{+0.01}_{-0.02})$</td>
</tr>
<tr>
<td>$^8$B($e^+,\nu_e$)$^8$Be</td>
<td>$6.62 \times 10^{-4}(1.00^{+0.01}_{-0.02})$</td>
</tr>
<tr>
<td>$^{13}$N($e^+,\nu_e$)$^{13}$C</td>
<td>$6.18 \times 10^{-2}(1.00^{+0.01}_{-0.02})$</td>
</tr>
<tr>
<td>$^{15}$O($e^+,\nu_e$)$^{15}$N</td>
<td>$5.45 \times 10^{-2}(1.00^{+0.01}_{-0.02})$</td>
</tr>
<tr>
<td>$^{17}$F($e^+,\nu_e$)$^{17}$O</td>
<td>$6.48 \times 10^{-4}(1.00^{+0.01}_{-0.02})$</td>
</tr>
</tbody>
</table>

Table 1.4: Neutrino fluxes for a selection of reactions and solar models. The model of Bahcall and Pinsonneault [30] includes helium and heavy element diffusion.

can be calculated relatively easily.

Rogers and Iglesias [19] have provided an opacity code to replace that of Los Alamos, which was previously used in most standard solar models. Their code indicates increases in opacity by up to a factor of 4 at low temperatures (large solar radii) largely due to the rich spectrum of transitions in the M shell of iron. The importance of iron as a contributor to the astrophysical opacity was overlooked because the fractional mass content of iron in stellar plasmas is only about $10^{-5}$. New experimental techniques have been developed involving laser heated iron samples; these experiments produce results which are in good agreement with the theoretical opacity.

The new opacity code of Rogers and Iglesias (the OPAL code) [19] improves the agreement between the SSM and the observed solar p-modes [21]. This is demonstrated by Bahcall et al. [33], where it is shown that SSMs without the OPAL code cannot reproduce the calculated speed of sound for $r > 0.75R_\odot$.

### 1.3.2 Iteration

A SSM is a sequence of models, beginning with a main sequence star that is of homogeneous composition. Successive models are calculated by allowing for changes in composition and the evolution of other parameters. Each model involves a time step of the order of $5 \times 10^8 \rightarrow 10^9$ years and the model is typically iterated through $5 - 10$ epochs representing a total time of $t_\odot = 4.55 \times 10^9$ years.

In practice, an initial guess is made for a small number of parameters and the solar model is iterated in time until the properties of the solar model match the observed properties of the Sun, such as the solar age, mass, luminosity, radius, p-mode oscillations, and surface heavy element abundance. Bahcall and Ulrich [25] guess the initial values of $\lambda$, the initial hydrogen abundance, and $S$, an entropy like variable.

No mention has been made so far of pre-main sequence evolution. This is because solar models are remarkably insensitive to the process, indeed Bahcall and Glasner [29] have calculated that different scenarios for pre-main-sequence evolution change the predicted rates for solar neutrino experiments by less than $\sim 1\%$.

### 1.3.3 Neutrino Fluxes

The neutrino fluxes from a number of solar models are included in Table 1.4. The fluxes from [30] are depicted in Figure 1.2. The figure shows that the majority of the neutrino flux from the sun is due to pp neutrinos, which have an endpoint of $\sim 0.4$MeV, below the threshold for detection of all the solar neutrino experiments except the gallium experiments.

The uncertainty represented by the differences in the neutrino fluxes between different solar models arise principally from the following sources (overleaf);
Figure 1.2: The solar neutrino flux as a function of energy. The units are number cm\(^{-2}\) s\(^{-1}\) MeV\(^{-1}\) for the continuous sources and number cm\(^{-2}\) s\(^{-1}\) for the discrete sources [26].

1. differences in the equation of state, specifically the inclusion or lack thereof of the Debye-Hückel corrections;

2. differences in the calculated solar opacity, stemming partly from differences in the assumed elemental abundances; and,

3. differences in the values of \(S_0\) for the \(^3\text{He} + ^3\text{He}\) and the \(^7\text{Be}(p, \gamma)^8\text{B}\) reactions. The extrapolation from laboratory energies down to zero energy is complicated by the effects of electron screening.

One result of the standard solar models is that the \(^7\text{Be}\) and \(^8\text{B}\) neutrinos are fantastically sensitive to the core temperature of the sun. Bahcall and Ulmer have evaluated 1000 numerical solar models similar to their best standard solar model, and derive the following relationships [31];

\[
\Phi \left( ^7\text{Be}(e^-, \nu_e)^7\text{Li} \right) \sim T^{10},
\]

(1.14)

and

\[
\Phi \left( ^8\text{B}(e^+ \nu_e)^8\text{Be} \right) \sim T^{24}.
\]

(1.15)

The sensitivity of these neutrino fluxes to the core temperature of the sun begs the question of how any two standard solar models agree at all. It has been pointed out that solar neutrino fluxes are strongly constrained by the luminosity of the sun, which is evident in the following heuristic argument; if;

\[
L_\odot \propto T_\odot^4,
\]

(1.16)

and;

\[
\Phi_\nu \propto T_\odot^n,
\]

(1.17)

then:

\[
\frac{\Delta \Phi_\nu}{\Phi_\nu} = \frac{n}{4} \frac{\Delta L}{L}.
\]

(1.18)
and hence

\[ \frac{\Delta \Phi_\nu}{\Phi_\nu} = \frac{0.01n}{4} \]

(1.19)

where the relations \( L_\odot \propto T_\odot^4 \) and \( \Delta L/L = 0.01 \) have been assumed, and \( \Phi_\nu \propto T_\odot^2 \) represents the power-law dependence of a neutrino flux on the temperature of the solar core. This argument shows that the calculated neutrino fluxes are constrained to some extent by the observed luminosity of the sun, but it does not place any constraint upon changes in the physics of neutrino production which do not effect observable changes in the solar luminosity. Hence, Bahcall and Pinsonneault have reported that their model and that of Turck-Chièze et al. agree at the 1% level when the same input parameters are used to calculate the event rate in the Homestake detector, but solar models where the \( ^7\text{Be}(p,\gamma)^8\text{B} \) cross section is \( \frac{1}{2} \) the theoretical expectation are not ruled out.

The standard solar model has evolved a great deal over the past decade. The current state-of-the-art solar models are capable of reproducing all of the observable properties of the sun except the neutrino fluxes. The standard solar model also reproduces the theoretical relationship between the mass and the photon luminosity of stars that is in agreement with observation over 2 orders of magnitude. In addition, it successfully accounts for the distribution of known stars in the Hertzsprung-Russell diagram (a luminosity-temperature graph), most of which is empty. Having established a framework for the prediction of neutrino fluxes at the earth, the next section will describe the terrestrial experiments that have been used to detect these fluxes.

### 1.4 The Detection of Solar Neutrinos by Terrestrial Experiments

A number of solar neutrino experiments have now reported results. The first solar neutrino experiment was a radiochemical chlorine experiment conducted by Davis et al. That experiment reported a deficit in the expected number of neutrinos. Subsequent experiments have been conducted which have different sensitivities to the neutrino energy spectrum, and all have reported a deficit.

#### 1.4.1 The Chlorine Experiment

The Homestake detector of Davis et al. [1][2], Figure 1.3, contains 390000 litres of liquid tetrachloroethylene, \( C_2\text{Cl}_4 \), containing 520 tonnes of chlorine in a horizontal tank. Solar neutrinos are detected through the reaction

\[ \nu_e + ^{37}\text{Cl} \rightarrow e^- + ^{37}\text{Ar} \]

(1.20)

which has a threshold of 0.814MeV. The 0.814MeV threshold permits the detection of all neutrino sources except the pp neutrinos. The system is located 4850 feet underground in order to reduce the production of \( ^{37}\text{Ar} \) from (p,n) reactions by protons formed in cosmic-ray muon interactions. The rate of \( ^{37}\text{Ar} \) production in the liquid by cosmic-ray muons is estimated to be 0.1 \( ^{37}\text{Ar} \) atoms per day. Total \( ^{37}\text{Ar} \) production from all backgrounds is less than 0.2 \( ^{37}\text{Ar} \) atoms per day, which is well below the rate of solar neutrino production.

Neutrino detection depends upon the effective removal of the \( ^{37}\text{Ar} \) atoms from the tank of tetrachloroethylene, and subsequent observance of the decay of the \( ^{37}\text{Ar} \) in a small proportional counter. The argon extraction procedure is calibrated for each run by the introduction of known quantities of isotopic alternates, either \( ^{36}\text{Ar} \) or \( ^{38}\text{Ar} \), into the tank. The tank is then purged with helium. The extraction of argon from the tank has been experimentally demonstrated to be exponential, with the fraction of the gas remaining in the tank equal to \( e^{-oV} \), where \( V \) is the total volume of helium that has been passed through the tank, and \( o \) is a constant. The mean value of \( o \) is 7.645 ± 0.519 megalitres⁻¹, and has shown no indication of any variation since 1970. The tank is typically swept with 390 kilolitres of helium, giving a tank extraction efficiency of 95%. The argon gas is removed from a charcoal trap through which the helium/argon mixture is passed, and purified by gas chromatography. Its volume is measured. The purified argon gas is then put into a very small proportional counter, and the \( ^{37}\text{Ar} \) decays are followed for \( \sim 1 \) year. At the end of 1 year, the gas is removed from the counter and its volume measured again. The isotopic content of the gas is then determined by mass spectroscopy. The fraction of the gas recovered, corrected for the tank extraction efficiency, is called the gas processing efficiency. The mean value of the gas processing efficiency is (95.8 ± 0.7)%, and has shown no variation since 1970.
Figure 1.3: The Homestake chlorine experiment [1].

The argon sample is counted in a small proportional counter with an active volume 3cm long and 0.5cm in diameter. A small amount of methane is added to the argon to improve the counting characteristics of the gas. The counter is shielded from external radiations by a cylindrical iron shield 30cm thick lined with a ring of 5cm diameter proportional counters for registering cosmic-ray muons. The argon counter is held in a well of a 12.5cm square sodium-iodide scintillation counter located inside the ring counters. Events in anticoincidence with both the scintillator and the muon veto shields are recorded and filtered to eliminate unwanted signals and electrical noise. It is in this way that the decay of the atoms of $^{37}$Ar are observed via K-shell electron capture with a characteristic mean-life of 50.5 days. There are dead regions and regions of very low detection efficiency within the proportional counter volumes, and these counters are calibrated by introducing a known quantity of $^{37}$Ar into the counters and observing the number of resultant decays to obtain their efficiency.

The cosmic ray background has been measured by the use of a $^{39}$K target in a potassium hydroxide solution, KOH. The potassium is converted by cosmic rays from $^{39}$K to $^{37}$Ar. The quantity of $^{37}$Ar produced is then measured. The potassium target detectors were compared with portable perchloroethylene detectors at shallow depths before being used at the full depth of the chlorine detector. These measurements give a cosmic ray background of $0.055 \pm 0.015$ $^{37}$Ar per day, in agreement with analytic extrapolations from lesser depths.

There have been other systematic tests of the extraction technique (see [2]). The flux estimates have also been found to be grossly constant as a function of time, yielding $2.52 \pm 0.41$ SNU for the period 1970 – 77, $2.27 \pm 0.30$ SNU for the period 1977 – 85, and $2.78 \pm 0.35$ SNU for the period 1986 – 93. Figure 1.4 shows another breakdown of the results as a function of time. The time averaged flux is [3]:

$$\text{Observed rate} = (2.56 \pm 0.16 \text{ (stat.)} \pm 0.14 \text{ (sys.)}) \text{ SNU},$$

Estimates of the theoretical rates are available in Table 1.5. It is clear that even in the most optimistic of scenarios, the difference between theory and experiment is about 2$\sigma$. Note that Bahcall and Pinsonneault [30] are the only group to have included helium and heavy element diffusion in their solar model, and as a result they are the only group which can reproduce the observed p-mode oscillations.
Figure 1.4: The event rate in the chlorine detector as a function of time [2].

<table>
<thead>
<tr>
<th>Neutrino Source</th>
<th>Capture Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1\text{H}(p,e^+\nu_e)^2\text{H}$</td>
<td>0.0</td>
</tr>
<tr>
<td>$^1\text{H}(p\bar{e}^-,\nu_e)^2\text{H}$</td>
<td>0.22</td>
</tr>
<tr>
<td>$^7\text{Be}(e^-,\nu_e)^7\text{Li}$</td>
<td>1.24</td>
</tr>
<tr>
<td>$^8\text{B}(e^+,\nu_e)^8\text{Be}$</td>
<td>7.36</td>
</tr>
<tr>
<td>$^{13}\text{N}(e^+,\nu_e)^13\text{C}$</td>
<td>0.11</td>
</tr>
<tr>
<td>$^{15}\text{O}(e^+,\nu_e)^15\text{N}$</td>
<td>0.37</td>
</tr>
<tr>
<td>$^{17}\text{F}(e^+,\nu_e)^{17}\text{O}$</td>
<td>...</td>
</tr>
<tr>
<td>Total (SNU)</td>
<td>$9.3^{+1.7}_{-1.4}$</td>
</tr>
</tbody>
</table>

Table 1.5: The contributions to the predicted event rates in the chlorine detector from the several solar neutrino sources. All rates are given in SNU.

1.4.2 The Kamiokande Experiment

The Kamiokande experiment [4][7] is an imaging water Čerenkov detector. Solar neutrinos are detected through neutrino-electron scattering, $\nu_ee \rightarrow \nu_ee$, and the measurement of the initial position and vector momentum of the recoiling electron. The scattering angle is small ($\theta_e \leq 2m_e/T_e$) so that the direction of the incident neutrino is usually preserved in the direction of the recoiling electron. The detector has an angular resolution of 28° at 10MeV, mainly limited by the multiple scattering of the electron in water. This angular resolution makes it possible to point the incident neutrinos back to the sun, if that is their origin. In addition, the observed electrons yield information about the energy spectrum of the incident $\nu_e$ and the temporal distribution of the events.

The detector is located 1000m underground (2700m water equivalent) in the Kamioka metal mine in Japan. The Kamiokande detector consists of an inner main detector and an outer anticounter. The inner
Figure 1.5: Schematic of the Kamiokande II Solar Neutrino Detector [5].
main detector is contained in a cylindrical steel tank and has a cylindrical volume 14.4m in diameter and 13.1m in height, containing 2142 metric tonnes of water. A total of 948 photomultiplier tubes, each with a 50cm diameter photosensitive area, cover 20% of the entire inner surface of the tank. The fiducial mass for the $^8$B solar-neutrino measurement is 680 tonnes, with boundaries 2.0m from the containing walls. A schematic of the Kamiokande II detector (the original detector was used to search for proton decay) can be seen in Figure 1.5.

The anticounter that surrounds the detector is a 4π solid-angle water Čerenkov detector whose total mass is 1800 tonnes. 123 photomultiplier tubes look into the anticounter, whose inner surface is covered by aluminium sheets to obtain good light collection efficiency.

The water in the detector is maintained at high purity. This is because metal ions such as iron, nickel, and cobalt, as well as organic molecules, can reduce water transparency due to their absorptivity. In addition, at low energies the detector trigger rate is dominated by radioisotopes present in the water. The uranium and radium content in the tank is less than $10^{-3}$pCi per liter.

The Kamiokande II trigger system is designed to collect all events above approximately 6MeV with almost no dead time. The trigger efficiency as a function of total energy is obtained from Monte Carlo generated events. The trigger accepts 6.7MeV electrons with a 50% efficiency, and 9.2MeV electrons with a 90% efficiency. The trigger rate is ~ 1Hz with a 6.1MeV threshold, of which 0.37Hz is due to cosmic ray muons, and the remainder is presumed to be due to radioactivity in the water and in the detector materials.

The energy, position, and direction of an event in the detector are calibrated using three sources. A Cf-Ni 9MeV γ-ray source was placed at the centre of the detector and produced γ-ray spectra for calibration. The Monte Carlo was tuned to reproduce the peak of the calibration spectra to within 1%. The shape and the width of the energy spectrum was well reproduced by the Monte Carlo. The calibration source was moved to positions in the detector other than the centre, and the Monte Carlo reproduced the position of the peak in the spectra to within 2%. The stability of the gain of the detector was also monitored using the γ-ray source. The gain is stable to within ±2% over the four years of operation from 1987 to 1990. The energy resolution is approximated by the function $\sigma(E_\gamma)/E_\gamma = 0.63/\sqrt{E_\gamma}$.

Stopping muons were also used to calibrate the Kamiokande II detector. They were sampled and compared to the Monte Carlo simulation of the well known muon decay spectrum (the Michel spectrum). Comparison of the Monte Carlo and the data shows that the peak of the spectrum differs by less than 2%. In addition to the direct comparison of muon events, spallation events resulting from through-going muons were also used to calibrate the detector. The Monte Carlo was used to generate the $^{12}$B and $^{12}$N events that result from spallation, and again, the difference in the position of the peak of the energy spectrum of events identified in the detector as spallation and those simulated by the Monte Carlo was less than 2%. As a result of the three calibrations, the absolute energy calibration is estimated to be accurate to 3%.

Position resolution was also obtained using the Cf-Ni 9MeV γ-ray source, and timing calibration was achieved using a laser source whose light was channelled through a diffuser, making it reasonably isotropic. Timing calibration was carried out for every PMT.

The detector was operated with an analysis threshold of 7MeV. With this threshold the Kamiokande detector is only sensitive to about 50% of the $^8$B neutrinos. The Kamiokande II detector was the first detector to confirm the solar origins of its neutrino signal. The characteristic forward peak of the neutrino-electron scattering is shown in Figure 1.6. The neutrino image of the Sun is shown in Figure 1.7. Once again, the number of events recorded by the Kamiokande II detector is in disagreement with the theoretical predictions [9];

$$\frac{\Phi_{\text{Observed}}}{\Phi_{\text{Predicted}}} = 0.424 \pm 0.029 \text{ (stat.)} \pm 0.05 \text{ (sys.)}.$$  \hspace{1cm} (1.22)

1.4.3 The Gallium Experiments; SAGE and GALEX

SAGE (formerly the Soviet-American Gallium Experiment, but now the Russian-American Gallium Experiment) and GALEX (a European collaboration) are radiochemical experiments similar in principle to the chlorine experiment described earlier. The detection of solar neutrinos proceeds via the reaction;

$$\nu_e + ^{71}\text{Ga} \rightarrow e^- + ^{71}\text{Ge} , \quad E_{\text{min}} = 0.2332\text{MeV} .$$  \hspace{1cm} (1.23)

Once created, the germanium must then be extracted and counted before the neutrino flux through the detector can be determined. The low threshold of a gallium detector renders it sensitive to all the neutrino sources, including the pp neutrinos, which have an endpoint of 420keV.
Figure 1.6: The angular distribution of events in the Kamiokande detector [7]. $\theta_{\text{sun}}$ is the angle from the solar core/Kamiokande axis. The solid curve is the SSM prediction.

Figure 1.7: The neutrino image of the Sun in a celestial coordinate system with the Sun at the centre [7].
SAGE [14][15] is situated 3.5km from an entrance driven into the side of Mount Andyrchi in the Baksan mountains, and has overhead shielding of approximately 4700m water equivalent. The SAGE experiment initially contained 30 tonnes of liquid gallium, but this was later increased to 55 tonnes. The gallium was contained in Teflon-lined containers each holding approximately 7 tonnes of liquid. The main chamber of the laboratory is 60m long, 10m wide and 12m high. It is lined with 60cm of low activity concrete in order to reduce neutron and γ-ray backgrounds from the surrounding rock.

Each measurement of the solar neutrino flux begins with the addition of approximately 160μg of natural Ge carrier to each of the four reactors holding the gallium. After a typical exposure interval of 3–4 weeks the Ge carrier and any 71Ge atoms that have been produced by neutrino capture are chemically extracted from the gallium. The efficiency of the extraction of the germanium carrier is measured at two stages during the extraction process using atomic absorption analysis. The overall extraction efficiency is typically 80 ± 6%. The germanium exits from the chemical extraction process in the form of the gas germane, GeH4, which is then mixed with a measured quantity of xenon and is inserted into a low background proportional counter. The proportional counter with an active volume of 0.75cm³ is placed in the well of a NaI detector inside a large passive shield and counted for 2 – 3 months.

71Ge decays by electron capture to the ground state of 71Ga with an 11.4 day half-life. The low-energy K- and L-shell Auger electrons and x-rays produced during electron shell relaxation in the resulting 71Ga atom are detected by the proportional counter. With a typical counter-gas mix, 37% of the decays are observed in the Ge K peak at 10.4keV and 34% in the L peak at 1.2keV. Because of higher backgrounds in the L peak, only the K peak was initially used in the analysis of the experimental data. Both the K and L peaks were used from SAGE III onward. Pulse shape discrimination was used to separate the signal from the background. The counters were calibrated at 1-month intervals using an external 55Fe source, which illuminates the central part of the counter through a thin side window. The results of this frequent calibration were checked by filling a proportional counter with 71GeH₄, together with the standard counter gas.

The data analysis selects events within the 71Ge K peak which have no NaI activity in coincidence. A maximum likelihood analysis is then carried out to fit the time distribution of the events to an 11.4 day half-life and a flat background. The total count rate in the counters between 0.7 and 13.0keV is approximately 2.0 counts per day, with 0.1 counts per day in the 71Ge K peak. The total production rate in the 30 tonnes of liquid gallium of all germanium activities from external neutron, internal radioactivity and cosmic-ray muons is calculated to be less than 2.5% of the standard solar model production rate.

Recently, the SAGE experiment has confirmed its extraction efficiency using a 51Cr source [16]. 51Cr decays to 51V via electron capture with a half-life of 27.7 days and neutrino energies of 751keV (90% branch) and 426keV (10% branch). A 320keV γ-ray accompanies the 10% branch. The source consisted of a 513g of 92% enriched 50Cr metal rods encased in a tungsten shield which in turn is welded inside a stainless steel casing. The source was fabricated and irradiated at a fast-breeder reactor in Kazakhstan. The source was placed into the gallium contained within the SAGE detector, and the standard extraction and counting procedure followed. The final result was the ratio of measured 71Ge production to that expected from the source strength. The ratio was 0.93⁺⁰.¹⁵⁻⁰.₁⁷ (1σ). The result is consistent with the claimed extraction efficiency.

The observed flux in the SAGE detector is [17]:

$$\phi_{\text{Observed}} = 72^{+12}_{-10} \pm 7 \text{ SNU (stat./sys.)}. \quad (1.24)$$

The GALLEX [10][11] experiment is located in the Laboratori Nazionali del Gran Sasso. The target is 30.3 tonnes of gallium containing 12 tonnes of 71Ga in the form of an 8.13 molar aqueous solution acidified to a 2 molar solution with HCl. The expected event rate of 132SNU yields 14 atoms of 71Ge in the target after ~ 3 weeks of exposure.

The extraction of the 71Ge is different from that used in the SAGE experiment, but again leads to the counter-gas, GeH₄, which is again counted in a proportional counter. The GALLEX experiment has also used a radioactive 51Cr neutrino source to confirm their estimated extraction efficiency [12]. In the first observation of low energy neutrinos from a terrestrial source they confirmed that there were no significant experimental artifacts or unknown errors at the 10% level that are comparable to the 40% deficit in the observed solar neutrino flux. The event rate for the GALLEX experiment is [13]:

$$\phi_{\text{Observed}} = (70 \pm 7) \text{ SNU (sys.+stat.)}, \quad (1.25)$$

Once again, the event rates observed in the gallium experiments, SAGE and GALLEX, are seriously at odds with the theoretical predictions. The expected contributions to the experimental rate from all solar sources are shown in Table 1.6.
<table>
<thead>
<tr>
<th>Neutrino Source</th>
<th>Capture Rates</th>
<th>Neutrino Source</th>
<th>Capture Rates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Bahcall and</td>
<td></td>
<td>Bahcall and</td>
</tr>
<tr>
<td></td>
<td>Pinsonneault</td>
<td></td>
<td>and Ulrich</td>
</tr>
<tr>
<td></td>
<td>[30]</td>
<td></td>
<td>[25]</td>
</tr>
<tr>
<td>$^1H(p,e^+\nu_e)^2H$</td>
<td>69.7</td>
<td>70.8</td>
<td>71.1</td>
</tr>
<tr>
<td>$^1H(p,e^-\bar{\nu}_e)^2H$</td>
<td>3.0</td>
<td>3.01</td>
<td>2.795</td>
</tr>
<tr>
<td>$^7Be(e^-\nu_e)^7Li$</td>
<td>37.1</td>
<td>34.4</td>
<td>30.6</td>
</tr>
<tr>
<td>$^8B(e^+\nu_e)^8Be$</td>
<td>16.1</td>
<td>14.1</td>
<td>10.77</td>
</tr>
<tr>
<td>$^{13}N(e^+\nu_e)^{13}C$</td>
<td>3.8</td>
<td>3.77</td>
<td>2.36</td>
</tr>
<tr>
<td>$^{15}O(e^+\nu_e)^{15}N$</td>
<td>6.3</td>
<td>6.03</td>
<td>3.66</td>
</tr>
<tr>
<td>$^{17}F(e^+\nu_e)^{17}O$</td>
<td>...</td>
<td>0.06</td>
<td>...</td>
</tr>
<tr>
<td>Total (SNU)</td>
<td>$137^{+8}_{-7}$</td>
<td>$132^{+20}_{-17}$</td>
<td>$122.5 \pm 7$</td>
</tr>
</tbody>
</table>

Table 1.6: The contributions to the predicted event rates in the gallium detectors from the several solar neutrino sources. All rates are given in SNU.

1.5 The Definiteness of the Solar Neutrino Problem

In the preceding sections the standard solar model used to predict the neutrino fluxes in terrestrial experiments has been discussed. The experiments used to detect the solar neutrino flux have also been described. The discrepancy between the theoretical estimate of the neutrino flux at the earth, and the experimental measurement of that flux must be due to one or more of the following statements:

1. the standard solar model is wrong;
2. the experiments are wrong; or,
3. electron neutrinos produced in the sun do not arrive at the earth.

That the experiments are wrong is now very difficult to credit. There are now four experiments utilising three wholly independent techniques, each with different sensitivities to the solar neutrino spectrum. All the experiments produce results that are lower than the results predicted by the standard solar model.

Several authors have argued that in the light of the experimental results there is no simple fix for the standard solar model. Following on from the great sensitivity of the neutrino fluxes to the core temperature of the sun (see Section 1.3.3) it was suggested that a cool sun might be responsible for the deficit in the neutrino fluxes, particularly the $^8B$ neutrino flux. Castellani et al. [36] have shown that standard solar models that have been altered so as to produce lower core temperatures have an unchanged temperature profile, at least for $R/R_\odot < 0.7$, and hence that the model can be parameterised by the reduced core temperature alone. No core temperature can be found, however, to reproduce the experimental results.

Bahcall has argued [28] that there are two solar neutrino problems. These will now be summarised using the 1994 SSM predictions and experimental data presented by Bahcall in [28]. Since the publication of that paper, the numbers given in this summary have changed slightly, but conclusions remain the same.

The first arises because, assuming that the $^8B$ neutrino spectrum from the sun is the same as that in the laboratory, then the capture rate in the Homestake chlorine detector from the $^8B$ neutrinos in the Kamiokande experiment should be $(3.21^{+0.24}_{-0.23}(\text{stat.}) \pm 0.39(\text{sys.}))\text{SNU}$. The observed rate in the chlorine detector is $(2.55 \pm 0.17(\text{stat.}) \pm 0.18(\text{sys.}))\text{SNU}$, which implies that the rate for neutrinos from all other solar sources to which the chlorine detector is sensitive is negative, or consistent with zero;

\[
\text{Rate}(\text{pep, }^7\text{Be, CNO}) = (-0.66 \pm 0.52)\text{SNU}.
\]

This negative rate is independent of any solar model. The rate is constrained to be positive definite, and adopting a Bayesian approach with a flat prior gives an upper limit of 0.68 SNU at the 95% confidence level. This is less than the predicted SSM $^7\text{Be}$ flux alone! The 'second' solar neutrino problem arises from the low observed rate in the gallium experiments, SAGE and GALLEX. In an earlier section (Section 1.2) the close link between the observed solar luminosity and the pp neutrino flux has been described. As a result of this constraint, all standard solar models predict the same pp neutrino event rate in the gallium experiments, $(\sim 74 \pm 1)\text{SNU}$. Using this prediction and the observed rate of $^8B$ neutrinos in the
Kamiokande experiment, a limit on the $^7$Be neutrino flux in the chlorine experiment can now be derived from the observed event rates in the gallium experiments ($\sim (77 \pm 10)$ SNU). That limit is;

$$\text{Rate}(^7\text{Be}) \leq 19 \text{ SNU , } 95\% .$$ (1.27)

Once again this limit is lower than the $^7$Be flux predicted by most standard solar models, which is $(34 \pm 4)$SNU. To summarise; the first solar neutrino problem is the discrepancy between Homestake and Kamiokande, the second the fact that the event rate in the gallium experiments is consistent with the well constrained pp neutrino flux alone.

Parke [37] has a particularly striking analysis to demonstrate the discrepancy between the standard solar model and the experimental results. His analysis shows that even were one of the terrestrial solar neutrino experiments wrong, a solar neutrino problem would still exist. Parke requires few assumptions;

1. that the pp solar cycle is the dominant energy source in the Sun;
2. that the sun is in quasi-equilibrium;
3. that neutrinos are unaffected in their passage from the Sun to the Earth; and,
4. that the neutrino interaction cross sections assumed in the results of the terrestrial experiments are correct.

The pp solar cycle can be summarised as;

$$4p + 2e^- \rightarrow \ ^4\text{He} + 2\nu_e^{\text{pp}},$$ \hspace{1cm} (1.28)
$$\rightarrow \ ^4\text{He} + \nu_e + \nu_e^{^7\text{Be}},$$ \hspace{1cm} (1.29)
$$\rightarrow \ ^4\text{He} + \nu_e + \nu_e^{^8\text{B}}.$$ \hspace{1cm} (1.30)

where the total energy release in any one of these terminations is 26.731MeV, and the $\nu_e^{\text{pp}}$, $\nu_e^{^7\text{Be}}$, and $\nu_e^{^8\text{B}}$ on average have 0.265MeV, 0.861MeV, and 7MeV respectively.

If the solar luminosity is constant over a timescale of a few $10^6$ years, then a relationship exists between the neutrino flux and that luminosity;

$$L_0 = 13.1 (\Phi^{\text{pp}} - \Phi^{^7\text{Be}} - \Phi^{^8\text{B}}) + 25.6\Phi^{^7\text{Be}} + 19.5\Phi^{^8\text{B}}.$$ (1.31)

Normalising the fluxes to those of Bahcall and Pinsonneault [30] such that $\phi^i = \Phi^i/\Phi_{BP}$, where $\Phi_{BP}^{^{\text{pp}}} = 6.0 \times 10^{10}\text{cm}^{-2}\text{s}^{-1}$, and $\Phi_{BP}^{^{^7\text{Be}}} = 4.9 \times 10^{10}\text{cm}^{-2}\text{s}^{-1}$, and $\Phi_{BP}^{^{^8\text{B}}} = 5.7 \times 10^6\text{cm}^{-2}\text{s}^{-1}$, and dividing out the luminosity;

$$1 \simeq 0.913\phi^{\text{pp}} + 0.071\phi^{^7\text{Be}} + 4 \times 10^{-5}\phi^{^8\text{B}}.$$ (1.32)

The contributions of the three neutrino fluxes to the chlorine, Kamiokande, and gallium experiments are;

$$S_{\text{Cl}}^* = 6.2\phi^{^8\text{B}} + 1.2\phi^{^7\text{Be}} \text{ SNU} ,$$ \hspace{1cm} (1.33)
$$S_K^* = \phi^{^8\text{B}} \Phi_{BP}^{^8\text{B}} ,$$ \hspace{1cm} (1.34)
$$S_{\text{Ga}}^* = 14\phi^{^8\text{B}} + 36\phi^{^7\text{Be}} + 71\phi^{\text{pp}} \text{ SNU} ,$$ \hspace{1cm} (1.35)

where a * is used to indicate a theoretical quantity. The luminosity constraint of Equation 1.32 may be used to eliminate the pp flux from the rate for the gallium experiments;

$$S_{\text{Ga}}^* = 14\phi^{^8\text{B}} + 30\phi^{^7\text{Be}} + 78\text{SNU}.$$ (1.36)

Combining the results from the two gallium experiments, and then the statistical and systematic errors of the experiments in quadrature, the results from the three types of experiment are;

$$S_{\text{Cl}} = (2.55 \pm 0.25)\text{SNU} ,$$ \hspace{1cm} (1.37)
$$S_K = (0.51 \pm 0.072)\Phi_{BP}^{^8\text{B}} ,$$ \hspace{1cm} (1.38)
$$S_{\text{Ga}} = (74 \pm 9.5)\text{ SNU} .$$ \hspace{1cm} (1.39)
Equations 1.33, 1.34 and 1.36 and 1.37 → 1.39 were then used to fit the neutrino flux quantities $\phi^{7\text{Be}}$ and $\phi^{8\text{B}}$, with the necessary constraint $\phi^{7\text{Be}} \geq 0$. Figure 1.8 shows the $1 \rightarrow 5\sigma$ contours for the fit to the two neutrino fluxes obtained by Parke [37] using four combinations of the experimental data, and the location of the fluxes from two standard solar models. The dotted line on the plots corresponds to the relation $\phi^{7\text{Be}} = (\phi^{8\text{B}})^{8/18}$. The exponents 8 and 18 were thought to represent the dependence of the $7\text{Be}$ and $8\text{B}$ neutrino fluxes on the core temperature of the Sun at the time Parke’s paper was written. The line is intended to represent a solar model whose core temperature has been allowed to be free in order to fit the observed experimental data. The upper-left plot shows the fit obtained using the experimental data from all three experiments. The upper-right plot shows that obtained from the chlorine and the Kamioakande experiments alone. The lower-left plot shows the fit obtained from the chlorine and gallium experiments, and the lower-right plot shows the fit obtained from the Kamiokande and gallium experiments alone.

Figure 1.8 shows that even if the data from any one type of experiment is excluded, the discrepancy between the standard solar model and the experimental results is $3\sigma$. This relatively small disagreement only occurs if the chlorine data is excluded. If either the Kamiokande data or the gallium data is excluded then the disagreement between the standard solar model and experiment is very much greater. Note that the ‘solar model’ with a free core temperature is excluded at at least the $2\sigma$ level by any two experiments, and at the $3\sigma$ level if all three types of experiment are correct.

The standard solar models now reproduce all the observable data about the Sun, including the p-mode oscillations, and it is increasingly unlikely that the solution to the SNP lies in the discovery of a common error or that some important physics has been left out of such models. The three arguments presented in this section, by Castellani et al. [36], Bahcall [28], and Parke [37], are intended to demonstrate that there is no simple astrophysical fix available for the solar neutrino problem, nor will the SNP vanish if just one of the terrestrial experiments that has been carried out is incorrect. In the next section some plausible and implausible solutions to the solar neutrino problem will be put forward.
1.6 Solutions to the Solar Neutrino Problem

Solutions to the solar neutrino problem fall into two categories. They are either astrophysical, proposing some general change to the standard solar model that would result in the production of fewer neutrinos, or they arise from particle physics, in which case the number of neutrinos generated by the Sun is assumed to be given correctly by the standard solar model, and some process alters the number of detectable neutrinos between their generation in the Sun and the observation of the neutrino flux at the Earth.

1.6.1 Astrophysical Solutions

Nonstandard solar models range from the unlikely to the ridiculous. In the low Z model, heavy elements which contribute to the opacity in the core of the sun were presumed not to be present there. As a result, radiation escaped the core of the Sun more easily, and it had a lower temperature, and hence lower neutrino fluxes. The model can be rejected on the grounds that it could not reproduce the observed p-mode oscillations, and that there is no known mechanism for depleting the solar core of the heavy elements. Along similar lines, an iron-precipitation model has been proposed. In this model, iron and iron-like elements precipitate out of the plasma in the solar core, and hence no longer contribute to the opacity there, resulting in a lower core temperature just as occurs in the low-Z model. There is no evidence that heavy elements should precipitate out of a stellar plasma. A rapidly-rotating core model has also been proposed. In this model the rapid rotation of the core of the Sun reduces the thermal pressure required to support the star against gravity. The model requires an angular velocity in the core of the Sun which is at least 3 orders of magnitude faster than that at the surface. This model can be discarded on the basis of the p-mode oscillation data which indicates that the angular velocity of the Sun is remarkably uniform with depth. Strong magnetic field models have also been put forward and rejected. Another non-standard solar model is the mixed-up Sun. The neutrino flux increases with the age of the sun as the core temperature rises to compensate for the gradual depletion of hydrogen in the core. In a mixed-up sun, the hydrogen in the core is continually being replaced by mixing, and the temperature remains low. This model founders because there is no known mechanism to keep the Sun's composition homogeneous over its entire lifespan. Other suggested possible non-standard solar models include turbulent diffusion, thermal instabilities (but numerical calculations have shown the standard model to be stable against thermal instabilities) or hydrodynamic phenomena, mass loss, and a central black hole (where a significant fraction of the observed solar luminosity would be supplied by accretion onto a central black hole). These models are discussed by Bahcall [26].

Many of these models rely on a reduction of the core temperature of the Sun, which does not resolve the SNP by itself [36][37]. In addition the new data from observation of the p-mode oscillations in the Sun is sufficiently accurate to eliminate most non-standard solar models. These facts have led Bahcall to remark that non-standard solar models cannot provide a solution to the solar neutrino problem [32][33].

1.6.2 Particle Physics Solutions; Neutrino Oscillations

Several solutions that fall into the realm of particle physics have been proposed. WIMPs (Weakly Interacting Massive Particles) have been proposed as a simultaneous solution to both the solar neutrino problem and the astrophysical problem of missing mass. WIMPs might form a solution to the solar neutrino problem by accreting in the solar core. Once there, if they have the right properties, they modify the energy transport in the solar core. The proposed WIMP provides another mechanism for energy transport from the solar core, and hence has an effect on the neutrino fluxes similar to lowering the opacity. No known particle has the necessary properties to solve the SNP. The most stringent of the requirements is that the scattering cross section be large compared to a typical weak interaction cross section, and that the annihilation cross section be small compared to the scattering cross section $\left(\sigma_{\text{annihilation}} \leq 10^{-4}\sigma_{\text{scattering}}\right)$. No WIMP has yet been found.

Neutrino flavour oscillations are a natural solution to the solar neutrino problem. Current terrestrial experiments are essentially only sensitive to electron neutrinos, which means that if the $\nu_e$ produced in the sun undergo flavour oscillations on the way to the Earth, they would not be detected in another state, such as $\nu_\mu$ or $\nu_\tau$. Vacuum oscillations occur if the weak neutrino production eigenstates are not the same as the vacuum propagation eigenstates. Matter enhanced oscillations are an extension of the idea of vacuum oscillations; in matter all neutrinos suffer neutral current scattering, but only electron neutrinos also undergo charged current scattering. In this way the propagation of electron neutrinos through matter is different from that of the other neutrino flavours, which can enhance the flavour oscillations.

Another possibility has arisen in response to the published results of the LSND experiment [46]. It is the possibility that neutrinos oscillate into at least one sterile flavour, sterile in the sense that the $\nu_{\text{sterile}}$
does not interact detectably either in the terrestrial solar neutrino experiments, or in particle accelerators (LEP). This speculative solution has been proposed because otherwise the scenario of flavour oscillations is unable to account for the experimental results. The LSND results are controversial [47], and the sensitivity of the KARMEN experiment [48] will be improved to investigate the LSND result. Sterile neutrinos are extremely difficult to detect experimentally. No further speculation about sterile neutrinos will take place here.

**Vacuum Oscillations**

Vacuum oscillations [40] occur when the weak flavour eigenstates in which neutrinos are created are not the same as the mass eigenstates in which they are propagated. Consider the restricted case of just two neutrino flavours, $\nu_e$ and $\nu_\mu$. The mass eigenstates, $\nu_1$ and $\nu_2$, evolve in time according to the usual quantum mechanical prescription; $\nu_k(t) = \nu_k(0)e^{-iE_kt}$, $k = 1, 2$. The flavour eigenstates can be written in the mass basis as orthogonal combinations of mass eigenstates:

$$
\begin{pmatrix}
  \nu_e \\
  \nu_\mu
\end{pmatrix}
= \begin{pmatrix}
  \cos \theta & \sin \theta \\
  -\sin \theta & \cos \theta
\end{pmatrix}
\begin{pmatrix}
  \nu_1 \\
  \nu_2
\end{pmatrix},
$$

and hence the wavefunction of what started as an electron neutrino at time $t = 0$ can be written at time $t$ as:

$$
\nu_e(t) = \nu_1 \cos \theta e^{-iE_1 t} + \nu_2 \sin \theta e^{-iE_2 t}.
$$

The projection of this state onto the electron neutrino flavour eigenstate yields the probability amplitude for finding electron neutrinos. The square modulus of this probability amplitude is the probability of an electron neutrino remaining an electron neutrino:

$$
P(\nu_e \rightarrow \nu_e; t) = 1 - \sin^2 2\theta \sin^2 \frac{(E_2 - E_1)t}{2},
$$

and the corresponding probability for the electron neutrino to oscillate into a muon neutrino is:

$$
P(\nu_e \rightarrow \nu_\mu; t) = \sin^2 2\theta \sin^2 \frac{(E_2 - E_1)t}{2}.
$$

If the momentum of the electron neutrino is much greater than the neutrino mass eigenvalues, then the argument $(E_2 - E_1)/2$ can be written $\pi D/L$, where $D$ is the distance travelled by the neutrinos (assuming a velocity of c), and $L = 4\pi p/\Delta m^2$. The approximate relation $E_\kappa = p + m_\kappa^2/2p$ has been used. $L$ is the oscillation length. The survival probability oscillates between 0 and $\cos^2 2\theta$ as $D$ goes from one integer multiple of $L$ to the following half-integer multiple. For $D \gg L$, we replace the distance dependent factor by its average value, which is $\frac{1}{4}$, and the survival probability is then entirely dependent on the mixing angle $\theta$. The survival probability is lowest for maximal mixing, where $\theta = \pi/4$, and $P(\nu_e \rightarrow \nu_\mu; t) = \frac{1}{4}$.

In a three flavour basis, the principle behind these results remains the same, and the averaged survival probability is $\frac{1}{3}$ rather than $\frac{1}{2}$.

The vacuum oscillations solution to the solar neutrino problem is not favoured. This is because the mixing angles required to solve the solar neutrino problem are much larger than the mixing angles found in the quark sector. The MSW effect, which will be discussed next, does not suffer from this theoretical prejudice.

**The MSW Effect: Matter Enhanced Oscillations**

The Mikheyev-Smirnov-Wolfenstein (MSW) effect was developed by Mikheyev and Smirnov [38] from an idea originally proposed by Wolfenstein [39]. That idea was matter enhanced neutrino oscillations. When neutrinos pass through matter, they undergo coherent forward scattering from ordinary matter, and therefore acquire a refractive index. All flavours scatter through exchange of a neutral $Z^0$ boson, but only the electron neutrino also scatters via the charged $W^\pm$ boson. Due to the additional scattering interaction, the electron neutrino will have a different refractive index from the other flavours, and hence will acquire a relative phase in its passage through matter.

The effective Hamiltonian for the interaction of electron-neutrinos with electrons in matter is written:

$$
H_{\text{effective}} = \frac{G_F}{\sqrt{2}} e^+ \gamma_4 \gamma_\mu (1 + \gamma_5) \nu_e (\nu_e^+ \gamma_4 \gamma_\mu (1 + \gamma_5) e)^+.
$$
In the rest frame of the electron the expression for the effective Hamiltonian, identifying the squared-modulus of the electron wavefunction as the number density of electrons, becomes:

$$H_{\text{effective}} = \sqrt{2} G_F N_e \ .$$

(1.45)

The ultra-relativistic vacuum propagation Hamiltonian for the vacuum eigenstates can be written:

$$i \frac{d\nu_k}{dt} = \left( p - \frac{m_k^2}{2p} \right) \nu_k \ .$$

(1.46)

Expressing the $\nu_k$ eigenstates in the flavour basis, retaining only terms that result in phase differences between the flavour eigenstates, and adding the effective matter oscillation Hamiltonian, the flavour Hamiltonian is:

$$i \frac{d}{dt} \begin{pmatrix} \nu_e \\ \nu_{\mu} \end{pmatrix} = \begin{pmatrix} \frac{m^2 e \cos^2 \theta + m_{\mu}^2 \sin^2 \theta}{2p} + \sqrt{2} G_F N_e & \frac{m^2 - m_{\mu}^2 \cos \theta \sin \theta}{2p} \\ \frac{m^2 - m_{\mu}^2 \sin^2 \theta + m_{\mu}^2 \cos^2 \theta}{2p} & \frac{m^2 - m_{\mu}^2 \cos \theta \sin \theta}{2p} \end{pmatrix} \begin{pmatrix} \nu_e \\ \nu_{\mu} \end{pmatrix} \ .$$

(1.47)

The solution for a constant density has the same form as that for the case of vacuum oscillations alone:

$$P(\nu_e \to \nu_e; D) = 1 - \sin^2 2\theta_M \sin^2(\pi D/L_M) \ ,$$

(1.48)

where:

$$\sin^2 2\theta_M = \frac{\sin^2 2\theta}{\sin^2 2\theta + (L/L_0 - \cos 2\theta)^2} \ ,$$

(1.49)

$$L_M = \frac{L}{\sqrt{\sin^2 2\theta + (L/L_0 - \cos 2\theta)^2}} \ ,$$

(1.50)

$$L = \frac{4\pi p}{\Delta m^2} \ ,$$

(1.51)

$$L_0 = \frac{\sqrt{2} \pi}{G_F N_e} \ .$$

(1.52)

This formula for the mixing angle in matter has two important properties. Firstly, no matter how small the neutrino mixing angle is, maximal mixing in matter is reached when $L/L_0 = \cos 2\theta$. Secondly, when maximal mixing is achieved, the oscillation length is now much greater than that in vacuum; $L_M = L/\sin 2\theta$. Note that in regions of high density such that $N_e \gg \Delta m^2/2\sqrt{2} G_F p$, the matter oscillations are suppressed rather than enhanced. The oscillation resonance is shown in Figure 1.9.

In the solar interior, the density of neutrinos decreases away from the core of the sun. Qualitatively, for solar neutrinos with a given energy $E$, a layer may exists inside the Sun in which resonant oscillations can take place. This layer is characterised by a critical density, $\rho_c$:

$$\rho_c \sim 10^7 \frac{\Delta m^2}{E} \cos 2\theta \ .$$

(1.53)

Electron neutrinos passing through a region where the electron density varies slowly from $\rho > \rho_c$ to $\rho < \rho_c$ will be almost completely converted to muon neutrinos, assuming they are next in the neutrino mass hierarchy, and that the $\tau$ mass is too heavy for resonant conversion in the sun. This is the adiabatic MSW effect. The change of state is illustrated in Figure 1.10. For the case of solar neutrinos, the solar central density of 1500 g cm$^{-3}$ and the hydrogen fraction of 36% imply that there will be a critical value of $E_{\nu}/\Delta m^2$ of 10 MeV/10$^{-4}$ eV$^2$, above which all the electron neutrinos convert to muon neutrinos. Below this critical value, the central density of the sun is less than $\rho_c$ and no conversion takes place. If the ratio of $E/\Delta m^2$ is much greater than that required to produce neutrino oscillations in the solar core, then the conversion will take place in the outer layers of the sun where the electron density is falling exponentially. In this case the conversion will not be complete, and the rate of conversion will fall with increasing neutrino energy. This is the non-adiabatic MSW effect. A plot of survival probability is shown in Figure 1.11, where the the effect of resonant conversion can be anticipated by sliding a window in $E/\Delta m^2$ from low $E$ (below the threshold for adiabatic conversion) to high $E$, the window being bounded at its lower limit by an experimental threshold, and at its upper limit by the upper limit of the neutrino energy spectrum.
Figure 1.9: The dependence of the oscillation depth, $\sin^2 2\theta_M$, on $L/L_0$, for $\sin^2 2\theta = 4 \times 10^{-2}$ (solid line), $\sin^2 2\theta = 5 \times 10^{-2}$ (dashed line), $\sin^2 2\theta = 2.5 \times 10^{-3}$ (dashed-dot line). The plot is taken from [38].

Figure 1.10: A $\nu_e$ created in a region of high density (the core of the sun) converts to a $\nu_\mu$ upon travelling to regions of lower density.
Figure 1.11: The fraction of $\nu_e$s created in the sun which reach the detector unchanged is shown as a function of $E/\Delta m^2$ for $\sin^2 2\theta = 0.04$ [83]. For some values of $E/\Delta m^2$, a significant day-night effect can be observed.

The Earth is a large body of reasonably constant electron density. Matter enhanced oscillations may occur in the Earth, giving rise to a day/night effect. These effects are particularly important when $\sin^2 2\theta > 0.04$ and $\Delta m^2 \sim 10^{-5} eV^2$. The day/night effect is shown in Figure 1.11. Figure 1.12 shows the allowed and excluded regions in the $\Delta m^2$, $\sin^2 2\theta$ phase space from the experimental results reported so far.

1.7 The Future of Solar Neutrino Physics

The standard solar model now reproduces the observable properties of the Sun, other than the neutrino fluxes, very well. The evidence against non-standard solar models or an astrophysical solution to the solar neutrino problem is mounting as the number of solar observables a solar model must reproduce rises. Four terrestrial solar neutrino experiments exist, using three different targets. The experimental results, taken at face value, suggest an energy dependent suppression of the neutrino flux at the Earth. The MSW effect is a natural physical solution to the SNP, requiring only that neutrinos, which have been thought massless until now, have a small mass, and that the weak eigenstates of neutrino production are not the mass eigenstates of neutrino propagation.

The future of solar neutrino physics lies in conducting experiments which can demonstrate the existence or non-existence of neutrino oscillations, particularly the MSW effect, and hence indicate whether the solution to the SNP lies in the realm of particle physics or astrophysics. To this end, the next generation of solar neutrino experiments is intended to make the following measurements;

1. a measurement of the ratio of the $^8$B electron neutrino flux to the flux of all neutrino types. If this ratio is not one, then it will provide clear evidence for flavour oscillations;

2. a measurement of the spectral shape of the $^8$B neutrinos. A distortion from the expected shape could provide evidence for the MSW effect;

3. an accurate measurement of the time dependence of all the neutrino fluxes. A day-night time
Figure 1.12: The MSW exclusion plot, showing the regions allowed and excluded by the experimental results [6].

dependence would indicate electron neutrino regeneration in the Earth. A minimal seasonal variation is expected due to the elliptical orbit of the Earth - greater variations would indicate vacuum oscillations or might be the result of a neutrino magnetic moment; and,

4. a measurement of the $^7$Be neutrino flux, to determine its MSW suppression.

All the future solar neutrino detectors have the property that they will collect as many solar neutrino events in two months as have been observed in the previous 25 years of experimentation!

The Super Kamiokande detector is a 50000 tonne water Čerenkov detector with a fiducial volume of 23000 tonnes. Observing it are 11200 50cm diameter photomultiplier tubes with a coverage of about 40%. The PMTs are mounted in a frame about 3m inside the walls of the cylindrical container, so the inner volume monitored by the PMTs is about 32000 tonnes. The detector inner volume is surrounded by an anticounter with 1800 PMTs. The energy threshold in Super Kamiokande is intended to be 5MeV, lower than in its predecessor (7MeV), and the energy resolution will also be improved (14% at 10MeV instead of 20%). Neutrinos will be detected at a rate of 27 per day, assuming a 5MeV threshold. The Super Kamiokande detector began taking data with an analysis energy threshold at 7MeV on April the 1st of 1996. The first results are eagerly awaited.

The results from the first four solar neutrino experiments (chlorine, Kamiokande, and the gallium experiments, SAGE and GALLEX) suggest that the flux of the $^7$Be electron neutrinos is very much less than the standard model prediction. The Borexino detector [18] has been designed to have a low enough threshold to observe the 0.86MeV $^7$Be neutrinos directly. The detector is envisaged to be a 300 tonne liquid scintillator in an acrylic vessel surrounded by a 2m thick water shield. The fiducial volume will be viewed by 1700 20cm diameter PMTs fitted with reflectors, which will provide an effective photocathode coverage of ~ 50%. The detector will have a threshold of 250keV, and is primarily sensitive to elastic scattering by the $^7$Be neutrinos. The rate in the detector will be high (~ 50 events per day with the
planned energy threshold). Contamination by radioisotopes in the Borexino detector must be kept to an extremely low level, lower even than acceptable levels in the SNO detector. This is because the ^7Be neutrino energy is very close to that obtained from the decay of the naturally occurring radioisotopes of uranium, thorium, potassium, and carbon. ^238U and ^232Th concentrations of 10^{-16} g/g are required, with ^40K at the 10^{-14} g/g level. The Borexino detector is planned to be active in 1999.

An iodine detector is planned to be situated in the Homestake mine, near the ongoing chlorine based detector. One 23 tonne module has already been placed in the mine, and five more are to be installed. The iodine radiochemical detector will be very similar in principle to the chlorine detector upon which it is based, however the sensitivity provided by ^127I is about 10 times higher per ton than that provided by Cl, and includes a larger ^7Be sensitivity. In addition, the detection signature of ^127Xe is more distinct than that of ^37Ar, and should therefore have a lower inherent background.

The ICARUS collaboration plans to install the first 600 tonne module of their detector in Gran Sasso in 1999. It will observe the neutrino-electron elastic scattering reaction, and electron-neutrino absorption on argon via the emitted recoil electron. The ultimate objective of the ICARUS collaboration is to use up to 5000 tonnes of liquid argon for the detection of proton decay and long baseline neutrino experiments.

HERON (HElium R0ton detection of Neutrinos) is intended to observe about 20 events per day in a 10 tonne liquid helium module. The events are from the pp and ^7Be neutrino flux. The HERON project has operated small prototype detectors and observed the production of rotons from an ^241Am source.

The Hellaz collaboration has been operating a small prototype gaseous helium time projection chamber to demonstrate the feasibility of detecting the pp neutrino spectrum. Ultimately, the collaboration hopes to operate two 4 tonne detectors which would provide 2500 pp and 1500 ^7Be elastic scattering neutrino events per year.

The Sudbury Neutrino Observatory is a 1000 tonne heavy-water Čerenkov detector that will simultaneously measure charged and neutral event rates in order to determine both the electron neutrino flux and the total neutrino flux through the detector, as well as measuring the ^8B electron neutrino energy spectrum. The author of this thesis has worked on aspects of the SNO experiment for 3 years, and a more complete description of the SNO experiment will be given in the next chapter.

The field of solar neutrino physics has grown considerably in the last 10 – 15 years. This growth in the field reflects the fact that for neutrinos of very low mass (< 10^{-6} eV), the observation of neutrino oscillations in solar neutrino experiments is the only plausible method for confirming that neutrinos have mass at all.
Chapter 2

The Sudbury Neutrino Observatory

The main aims of the Sudbury Neutrino Observatory (SNO) experiment are;

1. to measure the charged current to neutral current event rate ratio, and hence infer the ratio of the electron neutrino flux to the total neutrino flux through the detector;

2. to measure the charged current energy spectrum, and to look for possible distortions in that spectrum due to neutrino oscillations.

The simultaneous measurement of the charged and neutral current rates is a measurement which can only be made in the SNO detector. The significance of this measurement cannot be overstated; if the electron neutrino flux is less than the total neutrino flux (a charged current to neutral current ratio of less than 1) then neutrino flavour oscillations will have been observed.

To achieve these aims, the SNO experiment requires a high count rate (large active volume), and low background rates (high material purities). This is typical of next-generation solar neutrino experiments. Much of the data contained in the chapter is extracted from the SNO Proposal documents [83][84], and the reader is referred to them for additional information.

2.1 The Design of the Detector

The SNO detector is situated in shaft number 9 of the INCO nickel mine in Sudbury, Ontario. The shaft is the second deepest continuous shaft in the western world, making it an ideal site for a neutrino experiment because of the impressive overburden of rock that shields the observatory from cosmic rays. The experiment is housed in a purpose-excavated section of the mine which is separated from the active mining operation by air-locks. Schematics of the mine showing the SNO experiment are shown in Figure 2.1 and Figure 2.2. The cavity housing the experiment is 30m high and 21.4m in diameter. It is 2070m below the surface, and a distance 1200m from the mine shaft. The site for the experimental cavity has been chosen in hanging wall rock since it is composed of norite, which has lower uranium and thorium content than the rock making up the footwall, and because its homogeneous nature simplified the construction of the cavity.

The SNO detector is a water Čerenkov detector containing 1000 tonnes of heavy water as the target material. A schematic cross section of the detector is shown in Figure 2.2. The heavy water is better than reactor grade; it contains 99.92% D$_2$O by mass. The low hydrogen content reduces the probability that a neutron will capture on hydrogen in the heavy water ($\sigma_e = 330$mb) rather than deuterium ($\sigma_e = 0.46$mb) to $\sim 37\%$. It will be contained within a spherical shell of acrylic (the acrylic vessel) whose average thickness is $\sim 5.5$cm and whose inner diameter is 12m. The acrylic vessel is constructed from rectangular tiles and it is being bonded in situ. It is transparent to ultraviolet light (a 5MeV $\gamma$-ray just inside the acrylic vessel produces $\sim \frac{3}{4}$ of the number of PMT hits of a 5MeV $\gamma$-ray just outside it). At the time of writing, 1st November 1996, the upper half of the vessel has been constructed. The acrylic vessel will be suspended from the support platform constructed 30m above the cavity floor by 10 VECTRAN ropes. The support platform will also house the detector’s data acquisition electronics and calibration equipment. The vessel will be surrounded and observed by approximately 9600 photomultiplier tubes (PMTs) equipped with light concentrators, positioned approximately isotropically about the D$_2$O target. The light concentrators increase the effective photocathode coverage to $\sim 60\%$ and serve to prevent light generated by radiations in neighbouring PMTs from being detected. The vertical component of the Earth’s magnetic field has been reduced to $\leq 0.2\mu$T by coils built into the wall of the cavity. This
Figure 2.1: Map showing the internal layout of the SNO experiment. The map is centred on the 'Picadilly Circus' location.
minimises the effect of a PMT’s orientation upon its performance. The PMTs and the concentrators are discussed in detail in Chapter 3. The PMTs are held in place by the PSUP (the PMT support structure), and are a radial distance of ~ 2.5m from the acrylic vessel. The upper half of the PSUP has been constructed, and the PMTs within it have been cabled.

During the detector’s operation, the whole cavity will be immersed in 7300 tonnes of ultrapure light water, which will both support the weight of the acrylic vessel and form a radiation shield. The water will be maintained at 10°C to reduce PMT noise, inhibit biological activity, and keep the D₂O near its density maximum. The role of the light water as a shield is twofold; it will shield the PMTs from neutrons and γ-rays emanating from the rock wall 3m from the PSUP that encloses the cavity containing the experiment, and it will shield the heavy water from the same radiations emitted from radioisotopes in the PMTs and PSUP, and the PMT glass envelopes in particular. The PSUP is designed as a > 99.99% impermeable membrane to ensure a constant water flow, from the acrylic vessel side outward. This is intended to carry contaminants leached from the PSUP away from the acrylic vessel.

2.1.1 The Detector Response

The 9600 PMTs that observe the SNO detector are sensitive to Čerenkov radiation emitted by high energy electrons within the PMT sphere. A signal or background event that is reported by the PMTs in the SNO detector is usually one of 3 types (overleaf);
Figure 2.3: The cross sections for the principal reactions in the SNO experiment.

1. Čerenkov radiation from a high energy electron; or,

2. a high energy γ-ray which produces one or more high energy electrons, mainly through Compton scattering; or,

3. a combination electron/γ-ray event (β-γ events are common in the SNO detector).

Muon events also occur. The emission of Čerenkov radiation will be discussed in Section 2.4.1. The hardware threshold in the SNO detector will be set as low as the resulting rate of data acquisition permits; it is thought that a hardware threshold between 10 and 20 hit PMTs can be achieved. It is known that an analysis threshold of 60 hit PMTs (a 60 hit threshold) is essentially background free for any reasonable estimate of the background rates in SNO (see Section 2.5 for a discussion of the backgrounds in the SNO detector).

Event fitting is an important mechanism for the identification and rejection of backgrounds. Fitting an event is complicated by the timing jitter of the PMTs (~ 1.5 ns, see Chapter 3), the scattering of photons en route to the PMTs (Rayleigh scattering and Fresnel scattering are the dominant effects but Mie scattering - scattering from small particles in the water - has yet to be quantified), and a noise rate in each PMT of 1 → 2 kHz. Current event fitters are capable of achieving a position resolution of about 30 cm and a direction resolution of about 30° with Monte Carlo data [122]. Event fitting and event classification have been extensively discussed [122][59][57][58].

2.2 Signals of the Solar Neutrino Flux

Neutrinos interact in the detector through the weak charged and neutral currents. The cross sections for the principal interactions are shown in Figure 2.3. The rates for these interactions in SNO for a number of proposed solutions to the solar neutrino problem are shown in Table 2.1. The diagnostic power of the SNO detector, with its capability to observe both neutral current and charged current events is evident, as is the advantage to be gained by the addition of salt to the heavy water in the detector.
Table 2.1: The expected event rates in 1 year in the SNO detector. The raw rate is the SSM rate in the SNO detector, regardless of detector efficiency or thresholds. The SSM rate is the raw rate, subject to a 60 hit threshold and a 7 meter fiducial volume. SSM / 3 is the scenario in which the solution to the SNP is astrophysical, subject to the same cuts. The MSW effect shows the expected rate for the most likely MSW solution. The cuts have again been applied. The * indicates the number of neutral current events passing the NHIT and fiducial cuts when 2 tonnes of MgCl₂ is added to the D₂O. The rates were calculated using data from [83] and work by Brice [122]. The neutron capture probabilities implied in this table will be discussed in Chapter 9.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>d(νₑ, e⁻p)p</th>
<th>e⁻(ν₂, νₑ)</th>
<th>d(νₑ, νₑn)p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Raw Rate</td>
<td>14200</td>
<td>5970</td>
<td>5480</td>
</tr>
<tr>
<td>SSM</td>
<td>8832</td>
<td>1206</td>
<td>474</td>
</tr>
<tr>
<td>SSM / 3</td>
<td>2944</td>
<td>402</td>
<td>158</td>
</tr>
<tr>
<td>MSW</td>
<td>3400</td>
<td>535</td>
<td>474</td>
</tr>
</tbody>
</table>

2.2.1 The Charged Current (or CC) Interaction

Electron neutrinos from the sun can be detected in SNO through a charged current interaction;

$$\nuₑ + d \rightarrow p + p + e^-.$$  

The threshold for this interaction is 1.44MeV. The light mass of the electron and the distribution of possible kinematic final states mean that the electron’s energy is essentially $E_{νₑ} - 1.44$ MeV. In addition the direction of the electron is correlated to the direction of the incident neutrino with an angular distribution given by $f(θ) = 1 - \frac{1}{3} \cos θ$. The charged current reaction will be detected through the Čerenkov radiation emitted by the electron in the final state. The cross section for the interaction of $^8$B neutrinos, averaged over the neutrino energy spectrum from the standard solar model, is [43];

$$\langle σ(^8B) \rangle = 1.15 \times 10^{-42} \text{cm}^2,$$  

whilst the cross section for hep neutrinos averaged over the SSM neutrino energy spectrum is [43];

$$\langle σ(\text{hep}) \rangle = 2.97 \times 10^{-42} \text{cm}^2.$$  

2.2.2 The Electron Scattering (or ES) Interaction

Neutrinos of all flavours can be detected in SNO when they undergo electron scattering;

$$\nuₑ + e^- \rightarrow νₑ + e^-.$$  

This reaction can be identified because the struck electron is predominantly scattered in the forward direction, as was observed in the Kamiokande detector (see Chapter 1). The cross section is [34];

$$\frac{dσ}{dE_e} = \frac{2G^2_F m^2_e}{\pi \hbar^4} \left[ g_L^2 + g_R^2 \left(1 - \frac{E_p}{E_ν} \right)^2 - 2 g_L g_R \frac{E_e}{E_ν} \right],$$  

where $E_e$ is the final state energy of the electron, $E_ν$ is the initial energy of the incident neutrino, $g_L = \pm \frac{1}{2} + \sin^2 θ_W$, $g_R = \sin^2 θ_W$, and $\sin^2 θ_W = 0.23$. Electron neutrinos take the upper sign in $g_L$, muon and tau neutrinos take the lower. Radiative corrections, of the order of several percent, have been neglected. The electron direction in the final state is closely correlated to the neutrino direction in the initial state; at 5MeV 90% of the electrons are within a cone of half angle $\sim 15°$ about the initial neutrino direction, at 10MeV the opening half angle of the cone has fallen to $\sim 7°$ [24]. The electron scattering cross section is higher for electron neutrinos than for muon or tau neutrinos ($ σ_{ES}(νₑ) \sim 7 σ_{ES}(ν_μ, ν_τ)$) because electron neutrinos may scatter through the exchange of a $W^\pm$ boson, as well as through the usual $Z^0$ channel (see Figure 2.4). Electron scattering will be detected through the Čerenkov radiation emitted by the scattered electron.
Figure 2.4: Neutrinos of all flavours can scatter from electrons via the exchange of the $Z^0$ boson, but only electron neutrinos can scatter via the exchange of a $W^\pm$ boson.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Doi et al. [42]</th>
<th>Ying et al. [43]</th>
<th>Bahcall et al. [44]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\langle \sigma(B)\rangle$</td>
<td>$4.65 \times 10^{-43}\text{cm}^2$</td>
<td>$4.44 \times 10^{-43}\text{cm}^2$</td>
<td>$4.1(1 \pm 0.1) \times 10^{-43}\text{cm}^2$</td>
</tr>
<tr>
<td>$\langle \sigma(\text{pep})\rangle$</td>
<td>$1.21 \times 10^{-42}\text{cm}^2$</td>
<td>$1.24 \times 10^{-42}\text{cm}^2$</td>
<td>$1.15(1 \pm 0.1) \times 10^{-42}\text{cm}^2$</td>
</tr>
</tbody>
</table>

Table 2.2: Theoretical estimates of the neutral current cross section, averaged over the SSM neutrino energy spectrum.

2.2.3 The Neutral Current (or NC) Reaction

Neutrinos of all flavours are capable of the disintegration of the deuteron via the exchange of the $Z^0$ boson;

$$\nu_x + d \rightarrow \nu_x + p + n.$$ \hspace{1cm} (2.6)

The threshold for the neutrino disintegration of the deuteron is 2.22MeV. The 3 neutrino flavours are all equally likely to disintegrate the deuteron; the reaction is flavour blind. Estimates of the reaction cross section are contained in Table 2.2. None of the products of the neutral current reaction are directly observed in the SNO detector. The reaction is observed indirectly through the capture of the neutron after thermalisation has taken place. The thermalisation of the neutron eliminates any correlation between the initial state neutrino energy and direction and those of the neutron. An observable capture will take place on either chlorine or deuterium (an $(n,\gamma)$ capture), or in $^3\text{He}$ proportional counters (an $(n,p)$ capture).

The neutral and charged current cross sections for the deuteron disintegration are subject to an uncertainty of $\sim 10\%$. Details about the charged current cross section can be found in Bahcall and Ulrich [25] or Bahcall and Ellis [85], while the calculation of the neutral cross section and its error has been carried out by Bahcall et al. [86]. The $\sim 10\%$ uncertainty of the cross sections is due to the difficulty of evaluating the nuclear matrix elements involved in the calculation. In the aforementioned papers, the errors on the cross sections are estimated in part by repeating the calculation using a number of different nuclear potential models. In [86], Bahcall, Kubodera and Nozawa demonstrate that the ratio of the cross sections is much better determined than either of the cross sections themselves. They do this by demonstrating that the ratio varies very little with their choice of nuclear potential models (and hence nuclear wavefunctions). The ratio of these two cross sections is remarkably free of error, and Bahcall et al. [86] estimate that error to be $\pm 0.5\%$.  
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Deuterium \((n,\gamma)\) Capture

In the initial phase of operation, the detector will be in its simplest configuration, that of pure D\(_2\)O. In this mode of operation only about 30\% of the neutrons will capture on deuterium, yielding a single 6.5MeV \(\gamma\)-ray;

\[ n + d \rightarrow t + \gamma , \quad (2.7) \]

and of those capturing on deuterium, only 30\% are detectable above a 60 hit threshold. Neutrons not capturing on deuterium capture mainly on hydrogen (60\%, \(n,\gamma\), \(E_\gamma = 2.2\)MeV) and \(^{14}\)O (5\%, \(n,\gamma\), \(E_\gamma = 3.271,0.870\)MeV) and \(^{17}\)O (4\%, \(n,\alpha\)), none of which produce enough Čerenkov radiation to be observed in SNO above a 50 hit detector threshold. The capture estimates given here and in the next section will be justified in Chapter 9.

Chlorine \((n,\gamma)\) Capture

Once the operation of the detector has stabilised (meaning that acceptable levels of water purity have been reached, and transient radioactivity subsided) and a pure D\(_2\)O data set has been taken, either salt or the neutral current detectors will be put into the heavy water. In the salt option, 2 tonnes of MgCl\(_2\) will be dissolved in the heavy water (see Chapter 9). Chlorine has a high thermal \((n,\gamma)\) capture cross section of 33.34b which yields an average of 2.6 \(\gamma\)-rays with a total energy of 8.5MeV. When 2 tonnes of MgCl\(_2\) is distributed uniformly throughout the D\(_2\)O, 86\% of the NC neutrons capture on chlorine or deuterium, in the ratio 27:4:1, and 45\% of such captures lead to 60 hits or more in the detector. The \((n,\gamma)\) captures on both D and Cl are observed through the Čerenkov radiation emitted by high energy electrons that have been produced by \(\gamma\)-rays from the capture interaction itself. The dominant interaction for high energy \(\gamma\)-rays is Compton scattering, but pair production and the photoelectric effect also take place.

A neural net technique has been used to categorise events in the SNO detector [122]. The pattern recognition algorithm upon which this technique relied has been shown to be able to distinguish, on a statistical basis, events in the detector involving just one high energy electron and events involving more than one. The reason for this has been understood; single electron events have a hit pattern which is less isotropic that multiple electron events [59]. The sensitivity of this technique to systematic effects is as yet not fully investigated, nor has it been demonstrated that the distributions required can be obtained by calibration; however it seems likely from the Monte Carlo studies that it will be possible to distinguish distributions of charged current events (single electron events) and neutron capture in salt (multiple electron events).

The \(^{3}\)He Proportional Counters

The \(^{3}\)He proportional counters, or ‘neutral current detectors’, nickel cylinders containing a \(^{3}\)He-xenon-methane counter gas, detect neutrons via the reaction;

\[ ^{3}\text{He} + n \rightarrow p + ^{3}\text{H}, \quad Q = 0.764\text{MeV} . \quad (2.8) \]

The cross section for this reaction is 5327b. The counters are 5cm in diameter, and will be hung throughout the detector on a 1m grid; they are buoyant and anchored to the floor of the detector. The array contains \(\sim 900\)m of nickel tubing, 0.4mm thick. Pulse shape discrimination will be used to eliminate the background from \(\alpha\) and \(\beta\) particles. The overall efficiency for the identifiable capture of a neutron in the proportional counters is \(\sim 42\%\). The major advantage of the introduction of neutral current detectors into the heavy water over the introduction of salt is that the NC detectors are able to identify neutrons with a unique signature. The major disadvantages are the possible introduction of uranium and thorium into the detector as part of the detectors, and the reduced sensitivity of the detector to the charged current interaction (the NC detectors slightly block the passage of Čerenkov photons to the PMTs in a position dependent way). Neutral current detectors and the salt option are complementary methods for determining the neutral current rate in the SNO detector, and it is proposed that both will be used.

The Poison Option

Figure 2.5 shows the shape of the \(\nu_e\) energy spectrum for two favoured MSW scenarios. The difference in shape is negligible above \(\sim 7.5\)MeV. Below 5MeV, the \(\beta-\gamma\) background in the SNO detector will render any measurement impossible. These limits define a window of opportunity. Assuming that the \(\beta-\gamma\) background is not significant in the 5 \(\rightarrow 7.5\)MeV region, the major background to the measurement of
the shape of the charged current energy spectrum is the neutral current interaction. The NC energy spectrum is approximately Gaussian, and peaks at \( \sim 5.5\text{MeV} \) with 2 tonnes of MgCl\(_2\) added to the D\(_2\)O (the great majority of neutron captures are then the \(^{35}\text{Cl}(n,\gamma)^{36}\text{Cl}\) reaction), and at \( \sim 4.5\text{MeV} \) otherwise (in the absence of chlorine in the detector, n-captures are only detected via the \(^2\text{H}(n,\gamma)^{3}\text{H}\) reaction).

To reduce the neutral current event rate in the detector, the addition of a neutron poison, LiNO\(_3\), has been proposed [60]. LiNO\(_3\) is known as a neutron poison because \(^6\text{Li}\) possesses a very large \((n,\alpha)\) cross section of 946.6b, and this reaction does not produce Čerenkov light in the detector. Moorhead \textit{et al.} estimate that 300kg of 95\% \(^6\text{Li}\) enriched lithium nitrate would have to be added to the heavy water to reduce the incidence of \(d(n,\gamma)t\) reactions to \(\frac{1}{100}\) the rate of \((n,\gamma)\) reactions on deuterium in pure D\(_2\)O. This would allow the most sensitive measurement of the CC energy spectrum, but no measurement of the charged to neutral current ratio would be possible, and the detector’s sensitivity to a supernova event would be severely reduced. The poison option would be operated for the order of 1 year. Its usefulness will be dependent on the background rate in the 5 \(\rightarrow\) 7.5 MeV energy range; a high rate in this range will obscure the shape of the CC energy spectrum, and make it impossible to distinguish one MSW solution from another.

### 2.3 Supernova Neutrinos

“Massive stars (\(\geq 8M\odot\)) do not die quietly, but with dramatic and violent explosions” [51]. The total optical radiation emanating from a type II supernova event (stellar core collapse) is \(\sim 10^{45}\) ergs. The kinetic energy of expanding debris carries away \(\sim 10^{51}\) ergs. The neutrino burst energy dwarfs both the optical and the kinetic energy releases; the burst carries away \(\sim 10^{53}\) ergs. For the few millisecond duration of the neutrino burst, the neutrino luminosity of the supernova can rival that of the total optical
Table 2.3: Number and type of interactions in the SNO detector expected from a supernova at a distance of 10kpc [53]. The SNO detector has been assumed to operate with 100% efficiency and above a 5MeV threshold.

<table>
<thead>
<tr>
<th>D$_2$O</th>
<th>Standard Model</th>
<th>MSW</th>
<th>Vacuum Osc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d(\nu_e, e^-)pp$</td>
<td>82</td>
<td>121</td>
<td>82</td>
</tr>
<tr>
<td>$d(\bar{\nu}_e, e^+)nn$</td>
<td>67</td>
<td>67</td>
<td>78</td>
</tr>
<tr>
<td>$d(\nu_e, \nu_e)np$</td>
<td>35</td>
<td>53</td>
<td>35</td>
</tr>
<tr>
<td>$d(\bar{\nu}_e, \bar{\nu}_e)np$</td>
<td>37</td>
<td>37</td>
<td>42</td>
</tr>
<tr>
<td>$d(\nu_\mu, \nu_\mu)np$</td>
<td>100</td>
<td>100</td>
<td>95</td>
</tr>
<tr>
<td>$d(\nu_\tau, \nu_\tau)np$</td>
<td>100</td>
<td>84</td>
<td>100</td>
</tr>
<tr>
<td>$e^- (\nu_e, \nu_e)e^-$</td>
<td>4.4</td>
<td>4.3</td>
<td>4.4</td>
</tr>
<tr>
<td>$e^- (\bar{\nu}_e, \bar{\nu}_e)e^-$</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>$e^- (\nu_\mu, \nu_\mu)e^-$</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>$e^- (\nu_\tau, \nu_\tau)e^-$</td>
<td>1.2</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>O($\nu_e, e^-)F$</td>
<td>1.2</td>
<td>4.0</td>
<td>1.2</td>
</tr>
<tr>
<td>O($\bar{\nu}_e, e^+)N$</td>
<td>1.4</td>
<td>1.4</td>
<td>2.1</td>
</tr>
<tr>
<td>Total in D$_2$O</td>
<td>431</td>
<td>475</td>
<td>443</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>H$_2$O</th>
<th>Standard Model</th>
<th>MSW</th>
<th>Vacuum Osc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>p($\bar{\nu}_e, e^+)n$</td>
<td>331</td>
<td>331</td>
<td>348</td>
</tr>
<tr>
<td>$e^- (\nu_e, \nu_e)e^-$</td>
<td>7.8</td>
<td>7.7</td>
<td>7.8</td>
</tr>
<tr>
<td>$e^- (\bar{\nu}_e, \bar{\nu}_e)e^-$</td>
<td>1.9</td>
<td>1.9</td>
<td>2.0</td>
</tr>
<tr>
<td>$e^- (\nu_\mu, \nu_\mu)e^-$</td>
<td>2.1</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>$e^- (\nu_\tau, \nu_\tau)e^-$</td>
<td>2.1</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>O($\nu_e, e^-)F$</td>
<td>2.1</td>
<td>7.2</td>
<td>2.1</td>
</tr>
<tr>
<td>O($\bar{\nu}_e, e^+)N$</td>
<td>2.6</td>
<td>2.6</td>
<td>3.8</td>
</tr>
<tr>
<td>Total in H$_2$O</td>
<td>350</td>
<td>355</td>
<td>368</td>
</tr>
</tbody>
</table>

Total | 781 | 830 | 811 |

The SNO experiment is capable of detecting neutrinos from a supernova. The rate of supernova explosions in the Milky Way is low ((10$^{-1}$ to 10$^{-2}$)/yr [51]), and so an event is unlikely during the lifetime of the SNO detector. Should a supernova event occur however, it is possible that a stringent limit might be placed on the $\nu_e$ mass (the current limit is $m_{\nu_e} < 24$MeV, 95% C.L. [50]).

For $\tau$ neutrino masses in the range 50eV < $m_{\nu_\tau}$ < 100eV, the $\tau$ neutrino signal would be delayed by a time between 3s and ~ half a year. Such a delay would be readily measurable in SNO [83]. For $\tau$ masses greater than 200keV, the $\tau$ neutrino burst would be a year later than the optical signal and spread over half a year, making it difficult to detect against the solar neutrino background (~ 18 events per day).

For $\tau$ neutrino masses in the range 20eV < $m_{\nu_\tau}$ < 50eV, the ratio of the neutral to charged current rate in the SNO detector is sensitive to the $\nu_\tau$ mass [52], but the analysis of the supernova burst event for the extraction of the $\nu_\tau$ mass would be complicated were neutrino oscillations to occur in the supernova itself.

Table 2.3 shows the number and type of interactions expected in SNO in response to a supernova event at 10kpc. Note that 10 $\nu_e$ events are expected in SNO within the first 5ms in the absence of the MSW effect. Were $\nu_\tau \rightarrow \nu_\mu$ oscillations to occur in the supernova, these events would not be seen, and a considerable hardening of the $\nu_e$ spectrum is expected; the mean $\nu_e$ energy rises 8MeV from 14MeV for the $d(\nu_e, e^-)pp$ interaction [53].

SN1987A was detected in the IMB [54] and Kamiokande [55] detectors. A partial list of what was learned from the 20 observed neutrino events is presented in order to illustrate the importance of the observation of neutrinos from a stellar core collapse [51];

1. $\Phi(\nu_e) \sim (5.0 \pm 2.5) \times 10^9$cm$^{-2}$;
2. $L_{\nu_e} \sim 4 \times 10^{52}$ ergs s$^{-1}$ at early times ($t < 1$s);
<table>
<thead>
<tr>
<th>Event</th>
<th>Response (NHITs)</th>
<th>Width (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 MeV $\epsilon^-$</td>
<td>51.82</td>
<td>17.3</td>
</tr>
<tr>
<td>10 MeV $\epsilon^-$</td>
<td>105.3</td>
<td>22.9</td>
</tr>
<tr>
<td>$^{35}$Cl($n,\gamma$)$^{36}$Cl</td>
<td>69.89</td>
<td>22.3</td>
</tr>
</tbody>
</table>

Table 2.4: Detector response for named event classes [64]. Events were uniformly distributed throughout the D$_2$O and isotropic in direction.

3. the characteristic signal decay time was $\tau \sim 4s$;
4. the radius of the core was $50 \pm 20$km, close to the calculated radius of a neutron star;
5. the total electron neutrino luminosity was $(4 \pm 1) \times 10^{52}$ ergs;
6. the total neutrino luminosity was $(2 \pm 1) \times 10^{53}$ ergs; this is the first measurement of the binding energy of a neutron star;
7. the gravitational mass of the young neutron star is $\sim (1.35 \pm 0.15)M_\odot$.

Naturally, many of the estimates listed are model dependent.

2.4 The Energy Response of the SNO Detector

2.4.1 Čerenkov Radiation

Čerenkov radiation [45] is emitted by a charged particle moving through a medium faster than the local phase velocity of light. The number of Čerenkov photons emitted per unit distance per unit wavelength by a charged particle is;

$$\frac{d^2N}{dx d\lambda} = \frac{2\pi\alpha Z^2}{\lambda^2} \left(1 - \frac{1}{n^2\beta^2}\right),$$  \hspace{1cm} (2.9)

where $\alpha$ is the fine structure constant, $Z$ is the charge of the charged particle in motion, $\beta = v/c$, and $n$ is the refractive index of the medium. The photons are emitted at the Čerenkov angle:

$$\cos \theta_c = \frac{1}{\beta n(\omega)}.$$  \hspace{1cm} (2.10)

The emission of Čerenkov light is uniform in the azimuthal angle due to rotational symmetry. The threshold kinetic energy for the production of Čerenkov radiation by electrons is 272keV in the heavy water, 275keV in the light water, and 183keV in the acrylic vessel. In water, the Čerenkov angle is $\sim 42^\circ$. Approximately 220 Čerenkov photons are emitted per MeV for electrons in the 5 to 15MeV range at wavelengths between 250 and 600nm.

2.4.2 Energy Response

Lay [64] has simulated electrons and $\gamma$-rays between 1 $\rightarrow$ 20MeV in energy, distributed uniformly and isotropically throughout the heavy water in SNO. The simulations were completed using the SNOMAN program, which will be discussed in a later chapter (Chapter 7). The NHIT spectrum (NHIT is the number of tubes reporting a hit in a detector event) is shown in Figure 2.6. In the figure it is evident that the NHIT response of the detector to $\gamma$-rays is less than its response to electrons of the same energy. The cause is twofold; a $\gamma$-ray must retain some of its energy when it Compton scatters an electron; and each electron scattered is invisible in the SNO detector below the Čerenkov threshold. Also shown in the figure is the detector’s response to chlorine and deuterium events. The poor response to chlorine is a result of the multiplicity of the chlorine $\gamma$ cascade. In general, the detector’s energy response is linear over the energy range of interest in the SNO experiment, recording about 10.5 hits per MeV. The response is low at low energies because of the effects of the Čerenkov threshold and low at high energies because the probability of striking the same PMT twice is no longer negligible [64]. The variation in the number of PMT hits recorded for an event of fixed energy is expected to be dominated by statistics, although systematic variations due to electron position and direction do occur. Assuming a mean of $N(E)$ counts
Figure 2.6: The NHIT spectrum as a function of event energy for a variety of event classes, and the NHITs / MeV for the same classes [64]. See text for explanation.

<table>
<thead>
<tr>
<th>Radius (cm)</th>
<th>Fitted Values</th>
<th>NHITs</th>
<th>Width</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>50.63</td>
<td>8.50</td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>50.92</td>
<td>8.67</td>
<td></td>
</tr>
<tr>
<td>200</td>
<td>51.81</td>
<td>8.60</td>
<td></td>
</tr>
<tr>
<td>300</td>
<td>52.69</td>
<td>8.83</td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>53.67</td>
<td>9.07</td>
<td></td>
</tr>
<tr>
<td>500</td>
<td>53.71</td>
<td>9.12</td>
<td></td>
</tr>
<tr>
<td>550</td>
<td>53.36</td>
<td>9.09</td>
<td></td>
</tr>
<tr>
<td>590</td>
<td>52.98</td>
<td>9.06</td>
<td></td>
</tr>
<tr>
<td>599</td>
<td>50.51</td>
<td>8.36</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.5: Mean and width of the Gaussian fitted to NHITs as a function of radial position in the detector [64]. There is an 0.1% error on the NHIT mean, and a 1% error on the width.
Table 2.6: Target and estimated levels of radionuclide purity in the inner volumes of the SNO detector. The target levels are from the SNO proposal document [83] [84, Annex 12]. The estimates were obtained from [49].

The uncertainty will therefore be \( \sim \sqrt{N(E)} \). Table 2.4 shows the result of fitting a Gaussian to the NHIT distribution of the named events. Table 2.5 shows the radial dependence of the NHIT spectrum for 5MeV electrons. The detector response is seen to vary by about 6% over the volume of the D_2O.

2.5 Backgrounds in the SNO Detector

2.5.1 Cosmic Rays

The depth of the SNO detector is 2070m, or about 6000m water equivalent shielding. At this depth, the only surviving cosmic ray components are muons and neutrinos. The muon flux through the SNO detector and other neutrino observatories is shown in Figure 2.7. Muon induced \(^{16}\)O spallation products such as \(^{6}\)B, \(^{12}\)B, and \(^{12}\)N are 13 \(\rightarrow\) 16MeV \(\beta\) emitters with half-lives of 10 \(\rightarrow\) 800ms. These have been observed in Kamiokande II, where 1% of the muons produced spallation products above a 10MeV threshold. The situation in the SNO detector is much more favorable; SNO is at greater depth than Kamiokande, and the muon flux in SNO is 24 per day, with 1.5 muons expected to produce detectable spallation events above 5MeV. Events in the SNO detector will be vetoed for a short time following the observation of a cosmic ray to reduce the effects of spallation.

2.5.2 Radionuclide Backgrounds

The main obstacles to achieving the objectives for which the SNO detector has been designed are its internal backgrounds. The most serious of these are the radioactive decays of naturally occurring potassium, thorium, and uranium in or inside the PSUP region. The presence of these radionuclides in the detector has two main effects:

1. low energy events are generated in the detector which mask the low energy part of the charged current spectrum, which limits the range over which spectral distortions can be studied. The spectral distortions are greatest at low energies.
2. \(\gamma\)-rays with energies greater than 2.2MeV can photodisintegrate the deuteron in the \(d(\gamma,n)p\) reaction, which releases a free neutron in the D_2O.

Only the uranium and thorium decay chains contain radionuclides that decay to \(\gamma\)-rays with sufficient energy to photodisintegrate the deuteron (2.2MeV). The \(^{232}\)Th and \(^{238}\)U decay schemes are shown in Appendix A. The \(^{232}\)Th decay chain has a 36% branch to \(^{208}\)Tl, which in turn \(\beta\)-\(\gamma\) decays to an excited state of \(^{208}\)Pb. This decays to the ground state via a 2.614MeV \(\gamma\)-ray. The \(^{238}\)U decay chain leads to \(^{214}\)Bi, which has a \(\sim 2\%\) branch to \(\beta\)-\(\gamma\) decays where \(E_\gamma > 2.2\)MeV. The majority of the decays in the \(^{238}\)U and \(^{232}\)Th chain result in the emission of a 4 \(\rightarrow\) 6MeV \(\alpha\) particle. \(\alpha\) particles at these energies are not a background inside the PSUP region of the SNO detector because they do not produce Čerenkov light; however \((\alpha,p\gamma)\) reactions, and neutron capture following \((\alpha,n)\) reactions on Si, Al, Mg, and Na and others in the rock wall of the cavity are both sources of \(\gamma\)-rays of up to 10MeV in energy. 3m of light water shielding reduces the flux of these \(\gamma\)-rays at the PSUP to the level of a few per day above 5MeV. The neutron flux from the cavity wall is entirely absorbed by the light water shield.

The SNO detector has been built from materials which have been carefully selected to limit the background radiation generated in the detector. Inside the PSUP region there is 1668 tonnes of light
Figure 2.7: The cosmic ray muon flux for the Sudbury detector and other existing underground laboratories.
<table>
<thead>
<tr>
<th>Assay Source</th>
<th>$^{40}$K</th>
<th>$^{238}$U</th>
<th>$^{232}$Th</th>
</tr>
</thead>
<tbody>
<tr>
<td>University of Guelph</td>
<td>25.9 ± 5.6</td>
<td>47.6 ± 4.8</td>
<td>19.9 ± 2.5</td>
</tr>
<tr>
<td>Birkbeck College</td>
<td>20.3 ± 2.9</td>
<td>38.8 ± 4.6</td>
<td>10.1 ± 1.5</td>
</tr>
</tbody>
</table>

Table 2.7: Radionuclide concentrations in Schott 8246 glass ($10^{-9}$ g/g).

water, 1000 tonnes of heavy water, and 30 tonnes of acrylic. These material volumes are directly observed by the SNO PMT array, and therefore the most stringent purity requirements in the detector apply to them. The target levels of radioisotope purity for $^{238}$U and $^{232}$Th are shown in Table 2.6, accompanied by recent estimates of their purity. The target levels for contamination in the heavy water and the acrylic were set to reduce the rate of photodisintegration of the deuteron to 1 per day per medium for $^{238}$U and $^{232}$Th. This rate is to be compared to the standard solar model prediction of about 18 neutrons per day. The target for the light water is more stringent than that of 1 photodisintegration per day per nuclear species; it arises because of the need to reduce the radionuclide decay rate in the vicinity of the PMTs. The current best estimates of the $d(\gamma,n)p$ rate for the sources listed in Table 2.8 are given in Chapter 9.

A major source of $\beta-\gamma$ events in the detector are the PMTs. Most of the components of the PMTs are shielded from the light water to some extent, the exception being the PMT glass. Although the glass (Schott 8246) has been specially selected for its low activity for use in the SNO experiment, it is still active by SNO standards. Table 2.7 shows the concentrations of $^{40}$K, $^{238}$U and $^{232}$Th in the glass.

Figure 2.8 shows the relative magnitudes of the SNO signals and dominant backgrounds. The background wall is the background rate arising from $\beta-\gamma$ decays; it is the rate of these events that sets the effective threshold for any analysis of the SNO detector.

### 2.6 Water Condition

Pure water is an effective solvent; therefore to maintain water purity in the SNO detector requires the use of a water purification system. The light water system consists of four semi-independent functional groups, shown in Figure 2.9.

The pretreatment stage is used to purify the water from the source provided to the SNO experiment by the INCO mine authority. The pretreatment includes basic filtration, the addition of chemicals to complex specific elements for later removal by filtering, de-aeration, and reverse osmosis. The pretreatment removes iron, calcium, and magnesium from the water. Using high pressure across a semi-permeable membrane, the reverse osmosis removes > 99% of ionised salts, colloids, and organic molecules.

During normal operation light water will be extracted from the SNO cavity at a rate of about 270 litres per minute. 50% of this flow will return to the recirculation loop to be purified and degassed. The first stage of water purification is a bank of ultraviolet lamps at 185nm wavelength. These break apart large organic compounds, which are then extracted using mixed bed ion exchange columns. The ion exchange columns remove residual ions to yield 18.3MΩ ultra-pure light water. The next stage is the removal of radon from the water in a purpose-built degassing apparatus. The water then passes through an ultraviolet steriliser (λ = 254nm) to kill biological contaminants. Finally, the water is passed through a 1μm filter and a heat exchanger before returning to the detector cavity. The remaining 50% of the water is extracted from the cavity and passed through an ultrafiltration device before being chilled to 8°C in the second heat exchanger. It is then returned to the cavity. The treatment of heavy water is similar in principle, but it is complicated by the need to avoid degrading its isotopic purity, which is 99.92%. Mechanisms for the introduction and removal of MgCl$_2$ have been developed. The ultimate limit upon the maximum salt concentration is set by the desalination process - the final product is limited to a 120 tonne 5% concentration solution of brine, implying an absolute maximum salt concentration of 0.6% in 1000 tonnes of D$_2$O.

#### 2.6.1 Assaying the Water in the SNO Detector

A number of assay techniques have been developed to allow the radionuclide content of the SNO water systems to be measured. These are;

1. the extraction of $^{222}$Rn by vacuum degassing, followed by $\alpha$ counting in a Lucas cell (an acrylic cell lined with a ZnS scintillator),
Figure 2.8: SNO detector signal and backgrounds [56]. The units are yr\(^{-1}\) (vertical axis) and NHITs (horizontal axis). The CC and ES energy spectra assume a neutrino flux equal to \(\frac{1}{3}\) that of the SSM, whilst the NC energy spectrum assumes the SSM rate and that 2 tonnes of salt has been introduced into the D\(_2\)O.
2. the extraction of $^{224}\text{Ra}$ and $^{220}\text{Ra}$ using manganese dioxide beads, followed by the emanation and $\alpha$ counting of the radon daughters $^{220}\text{Rn}$ and $^{222}\text{Rn}$;

3. Concentration of a $^{212}\text{Pb}$-EDTA complex by reverse osmosis, followed by the precipitation of lead chromate to make a thin source for $\beta$-$\alpha$ coincidence counting;

4. Extraction of $^{224}\text{Ra}$, $^{226}\text{Ra}$, $^{228}\text{Th}$ and $^{212}\text{Pb}$ by seeded ultrafiltration, followed by $\beta$-$\alpha$ coincidence counting using a liquid scintillator counter.

The redundant nature of the assay techniques is deliberate; the SNO experiment is dependent on an accurate measurement of concentrations of the water contaminating nuclides. With the exception of the chemical assays of $^{212}\text{Pb}$ (method 3 and part of 4), secular equilibrium over a period of days must be assumed to infer the concentration of the photodisintegration capable nuclides $^{214}\text{Bi}$ and $^{210}\text{Tl}$ from the concentrations of the assayed nuclei. This is an undesirable feature of the chemical assay techniques that can be checked by comparing the measured energy dependence of the $\beta$-$\gamma$ background wall to the Monte Carlo in order to determine the level of radionuclide contamination internal to the detector. Additional techniques for recognising $^{214}\text{Bi}$ and $^{210}\text{Tl}$ in a 30 → 40 hit window using algorithm involving pattern recognition are also being investigated [57]. These techniques have proved themselves to be robust against certain systematic effects [58].

2.7 Data Acquisition and Calibration in SNO

A detailed description of the data acquisition system is beyond the scope of this discussion, and therefore only a brief description will be given here. Each PMT is connected to a preamplifier via a coaxial cable. Any charge deposited in the PMT and the time it was deposited are recorded in a circular buffer after analogue to digital conversion. A hit is declared if the charge deposited exceeds a PMT-specific threshold. A global trigger is declared if the number of PMTs hit within an event window of 100ns exceeds a minimum threshold; the level of this threshold will be set as low as possible to maximise the amount of data recorded from the detector. 100ns is slightly longer than the light transit time from one side of the detector to the other, and the time width of the event window has been chosen so as to reduce the effects of light reflections.
<table>
<thead>
<tr>
<th>Source</th>
<th>Energy</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^2\text{H}(n,\gamma)^3\text{H}$</td>
<td>$E_\gamma = 0.25\text{MeV}$</td>
<td></td>
</tr>
<tr>
<td>$^{35}\text{Cl}(n,\gamma)^{36}\text{Cl}$</td>
<td>$E_\gamma = 8.6\text{MeV}$</td>
<td></td>
</tr>
<tr>
<td>$^7\text{Li}(\alpha,\gamma)^{11}\text{B}$</td>
<td>$E_\gamma = 10.3\text{MeV}$</td>
<td></td>
</tr>
<tr>
<td>$^3\text{H}(p,\gamma)^4\text{He}$</td>
<td>$E_\gamma = 20\text{MeV}$</td>
<td></td>
</tr>
<tr>
<td>$^{11}\text{B}(p,\gamma)^{12}\text{C}$</td>
<td>$E_\gamma = (11.7 + 4.4)\text{MeV}$</td>
<td>Requires $163\text{keV}$ protons.</td>
</tr>
<tr>
<td>$^{16}\text{N} \rightarrow e^- + \nu_e + {}^{16}\text{O}$</td>
<td>$Q = 10.4\text{MeV}$</td>
<td>$26%$ B.R., $\tau = 7.13\text{s}$</td>
</tr>
<tr>
<td>$^8\text{Li} \rightarrow e^- + \nu_e + {}^8\text{Be}$</td>
<td>$Q = 4.3\text{MeV}, E_\gamma = 6.1\text{MeV}$</td>
<td>$68%$ Branching ratio.</td>
</tr>
<tr>
<td>Fission of $^{252}\text{Cf}$</td>
<td>$E_n \sim 1\text{MeV}$</td>
<td>$\tau = 0.84\text{s}$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$3 \rightarrow 4$ neutrons per fission.</td>
</tr>
</tbody>
</table>

Table 2.8: Some of the calibration sources planned for use in the SNO detector.

An understanding of the neutrino signals detected by the SNO experiment can only be gained through calibration. The first stage of calibration is to quantify the performance of the data acquisition electronics and the PMTs. The electronics calibration calibrates the charge and time ADCs and their circular buffers using test pulses; dead channels will be identified and the slope and offset of the ADCs determined.

A laserball calibration device exists which will enable the PMTs to be calibrated with respect to time and gain. The laserball is a diffuse source of laser light which can be used to emit light at wavelengths above 325nm, and which can be positioned within the D$_2$O and to a lesser extent the light water outside the acrylic. For the purposes of calibration, the laserball will be operated at low light intensities to prevent multiple PMT hits, and its intensity will be continuously monitored by a photodiode.

The extraction of the PMT quantum efficiencies using the light ball will be carried out in air, before the filling of the detector. This avoids the need to decouple the attenuation lengths of light water and heavy water from the measurements in order to learn the PMT quantum efficiencies. The calibration in air is a still a coupled problem, although a simpler one; measurement of the efficiency of light collection in a PMT for a single position of the calibration device measures the combined effect of the quantum efficiency of the PMT and the absorption of an acrylic panel. Measurements will be made with the laserball in a number of positions throughout the inner volume of the acrylic vessel to extract both a PMT’s quantum efficiency and the absorption length in individual acrylic panels. The measurements will be made across all the wavelengths that the laserball can produce in order to assemble a wavelength dependent profile of the detector’s light response. Note that what has been referred to here as quantum efficiency is in fact a convolution of a number of effects; the light collection efficiency of the PMT and reflector concentrator arrangement, the probability of liberating an electron from the photocathode of the PMT given a photon incident upon it (which is what is normally referred to as the absolute quantum efficiency), and the efficiency of the PMT for the detection of the liberated electron above a discriminator threshold. The measurements will be repeated once the detector has been filled with water.

Henceforth, it will be assumed that a successful DAQ and PMT calibration has been performed, and hence that differences in the timing and amplitude of signals reported from PMTs have been understood, and the attenuation lengths of the light water, the heavy water, and the panels of the acrylic vessel are known. A number of calibration sources are planned that will be introduced into the heavy water to determine the detectors response to electrons and $\gamma$-rays. A partial list of the sources is shown in Table 2.8. These sources will be used to obtain $\gamma$-ray and electron energy calibrations (the Monte Carlo prediction of the energy response was shown earlier). The electron response will have to be obtained from the $^8\text{Li}$ source and Monte Carlo as there is no source of monoenergetic electrons available at the detector site.

None of the data from the calibration sources will be used directly in interpreting data from SNO, for in every case the effect of the source upon the signal obtained in the detector must be assessed. For example, the high energy short half life $^8\text{Li}$ source is manufactured by neutron capture and then piped into a decay chamber in the D$_2$O through an umbilical cord. The assessments will make use of the Monte Carlo. Particularly demanding are the cases of the $\beta$ decay calibration sources, where the electron may scatter before leaving the source, distorting the observed energy spectrum. Even after all the calibrations have been completed, the agreement between the Monte Carlo of the detector and the data will be flawed. Historically, both the IMB and Kamiokande experiments, water Čerenkov detectors similar to the SNO detector, required an overall normalisation to bring their Monte Carlos into agreement with experimental data. IMB applied a normalisation of 0.53, whilst Kamiokande used a factor of 0.85. The Small Test Detector, assembled to demonstrate the feasibility of low energy (solar)
neutrino water Čerenkov detectors, required a normalisation factor of 0.82 to reconcile the simulated and detected numbers of photoselectrons [83][84, Annex 15]. A similar correction is expected in SNO, where the physical explanation for it is that the absolute quantum efficiency of the photomultipliers in the detector is not known to better than 5%, and hence a correction in the range 0.85 → 1.05 is expected. This correction should only affect the overall factor determining the number of PMTs hit by an electron of known energy.

2.8 Discussion

The SNO detector is scheduled to be filled with water during the summer of 1997. The water fill will take approximately 3 months. The detector will then be operated in its most basic mode - containing D₂O only - probably for 6 months to 1 year. In this time, DAQ and PMT calibration and the chemical assays will become routine operations and the first data will be taken. Analysis of calibration and detector data will indicate whether the β-γ background wall can be accounted for by the assayed elements, and whether pattern recognition techniques are viable.

There are four modes of operation for the SNO detector aside from the basic pure D₂O option. These are:

1. a salt fill, where 2 tonnes of MgCl₂ is added to the heavy water to increase the detection efficiency for neutrons;
2. a poison fill, where 300kg of LiNO₃ is added to the heavy water to suppress any signal from neutron capture;
3. the neutral current detector run, which will both increase the efficiency of the detector for observing neutrons over that of pure D₂O and identify them with a unique signal; and,
4. a light water fill, which will be used to make systematic checks on the performance and backgrounds of the detector.

The light water fill can only take place after the heavy water has been removed from the acrylic vessel. This is because if the option of a light water fill was to precede the heavy water fill, at some point the acrylic vessel would have to be dried to avoid isotopic degradation of the heavy water, a condition which would require the immediate return of the D₂O to Atomic Energy Canada Limited (AECL). This is undesirable because the inner and outer surfaces of the acrylic vessel will dry faster than its interior, and hence shrink faster. This may lead to crazing and to structural weaknesses which would endanger the D₂O. The light water fill will therefore be the very last option.

The poison fill option may or may not take place. The major disadvantage of the poison fill is the detector’s reduced sensitivity to supernovae, which are thought to shine with approximately equal intensity in all the three neutrino flavours. There are two advantages to a poison fill. The first and most important is the measurement of the shape of the charged current energy spectrum, which can be used to distinguish MSW solutions. The success of this measurement is dependent on the background rate in the 5 → 7.5MeV range. The second is that the absence of any significant background from neutron capture allows a pure charged current data set to be collected with which to calibrate the statistical event recognition techniques. The poison option is unlikely to occur unless the background rate in the 5 → 7.5MeV energy range is low.

The neutral current detector run will take place. It is likely that it will be the last mode of operation in which the detector is operated with D₂O. This is because the NC detectors take about 3 months to insert into detector, and about 3 months to remove from it. The presence of NC detectors inside the acrylic vessel reduces the detector’s energy resolution, and makes the systematic variation of detector performance with event position slightly stronger. Nevertheless, it provides a direct measurement of the rate of neutral current events in the detector. The salt fill will also take place. The salt fill and the NC run are complementary methods of determining the neutral current event rate in the detector. An analysis of data from the salt fill, or of data from a pure D₂O fill, depends heavily upon the calibration of the detector and upon the Monte Carlo. This is because the analysis of the salt run will use statistical techniques to determine the number of events in each event class. There are many event classes, such as the charged current class, the elastic scattering class, the internal and external neutron classes, and classes for each distinct background in the detector. Each class of events will have a different distribution in energy, position, direction, and other variables, many of which can only be learnt from the calibration
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sources and Monte Carlo combined. Knowledge of each of these distributions is crucial to the success of
the statistical analysis.

The SNO experiment is a technically challenging project, the success of which will determine whether
the deficit of solar neutrinos observed in the previous solar neutrino experiments; Homestake, Kamiokande,
SAGE, and GALLEX, is due to neutrino oscillations or an error in the understanding of the physical
processes in the sun’s core. An observation of neutrino oscillations would be the first observation of the
effects of a non-zero neutrino mass. The SNO experiment may also be fortunate enough to observe a
supernova explosion of a relatively nearby star. In that case, a stringent limit might be put upon the \( \nu_e \)
mass.
Chapter 3

The Angular Response of the SNO Photomultiplier-Concentrator

3.1 Introduction and Purpose

A Monte Carlo model of the SNO photomultiplier tubes has been prepared by Lay [63]. The computational model will form an essential part of the SNO Monte Carlo. This chapter describes work done by the author in obtaining experimental results that were used to test the model. The results presented here have been compared to the Lay's model in a paper accepted for publication by Nuclear Instruments and Methods [96].

The aim of the experimental work was to measure the angular response and concentration factor of the photomultiplier-reflector arrangement that is to be used in the SNO detector. The measurements were made both in air and in water. The angular response was measured as a function of polar angle \( \theta \), and the assumption that the response is independent of the azimuthal angle \( \phi \) was examined. These measurements were made both with and without a concentrator using an apparatus that was designed by Moorhead [92]. The ratio of results taken with and without the concentrator allow a concentration factor to be calculated as a function of \( \theta \). The dependence on \( \phi \) was also examined.

3.2 The Photomultiplier and Concentrator Arrangement

The photomultiplier that will be used in the SNO experiment is the Hamamatsu R1408 20cm photomultiplier. The photomultiplier geometry is described by Lay [94]. The SNO concentrator was first investigated by Moorhead [92] and a detailed discussion of it is given by Doucas et al. [95].

The Hamamatsu R1408 was chosen for use in SNO because it possesses a number of important properties. These are examined in detail by Boardman [91], and only two results are given here. First, the Hamamatsu phototubes have a small transit time spread of \( \Delta t \simeq 3 \text{ns} \) full width half maximum which is equivalent to a light transit distance in water of 67.6cm. This leads to a typical resolution in the SNO detector of \( \pm 25 \text{cm} \) for point events yielding Čerenkov light. Second, the Hamamatsu’s counting efficiency is insensitive to small local magnetic fields of up to 40\( \mu \text{T} \). This means that a PMT's efficiency will not vary significantly with a change of location in the SNO detector, in which the 55\( \mu \text{T} \) vertical field will be cancelled, leaving only a 15\( \mu \text{T} \) horizontal field. The Hamamatsu photomultiplier is also relatively cheap.

The concentrators used in SNO are non-imaging concentrators, made of a molded plastic support containing 18 dielectric coated aluminium segments arranged into something closely resembling a truncated Winston cone. The optical properties of a similar device (a 24 petal concentrator) and alternatives, have been studied in detail by Moorhead [92]. Other factors, such as water survival, robustness, weight, and price, also contributed to the final selection of the design of the SNO concentrator.

The SNO concentrators serve several purposes. They are designed to accept photons incident upon the concentrator at angles up to 56.4° from normal incidence; this increases the light collection from within the fiducial volume of the detector, whilst reducing light collection from outside it. This improves both the energy and position resolution of the detector. The improvement in energy resolution means that the \( \beta-\gamma \) background has a threshold of 5MeV rather than 6MeV [92], which has important consequences for the detection of the neutral current signal. The acceptance angle was chosen such that a fiducial volume 7m in radius is visible to all the PMTs. Moorhead [92] measured the concentration factor to be \( \sim 1.7 \)
Figure 3.1: The Hamamatsu R1408 photomultiplier, and the SNO concentrator.
for the prototype concentrator. A theorem due to Liouville bars an increase in the density of particles in phase space in the absence of applied work, and so places a theoretical upper limit upon the improvement in light collection efficiency that can be achieved with a concentrator [92, Chapter 3]. The maximum concentration factor that can be achieved with an acceptance angle of $50.4^\circ$ is $1.824$ (C.F. $\propto 1/\sin^2 \theta$) [95]. The design of the Winston cone is such that this is also the ratio of the normal area of the concentrator entrance aperture to the projected area of the photocathode. The measured concentration factor of the prototype (1.7) is lower than the ideal C.F. (1.824) because the reflectivity of the concentrator is less than 100%. Production concentrators have a measured concentration factor of $\sim 1.7$ at normal incidence and a reflectivity of $82 \pm 3\%$ [95], figures which are consistent both with the ideal C.F. and the illuminated normal areas of the photocathode and concentrator. Another important concern in the design of the concentrators was that they collect light uniformly from the fiducial volume of the SNO detector, thus avoiding distortions in the energy calibration as a function of position and direction.

### 3.3 Apparatus

The apparatus is shown in Figure 3.2. A black plastic container [92], known as the bin, houses the entire experiment. Light exiting from the Čerenkov source [91] at the focus of the mirror below is reflected upward in an almost parallel beam. This light is then incident upon the PMT or the PMT-concentrator arrangement. The PMT rig is free to rotate about a horizontal axis, so the parallel light from the mirror can be made incident upon the PMT rig at a non-zero polar angle. Changing the azimuthal angle of the PMT is more difficult, and only four azimuthal orientations can be achieved. These correspond to rotations of the PMT about the vertical axis of the bin through 0, $\pi/2$, $\pi$, and $3\pi/2$ radians.

The bin possesses a tight lid and this is sealed with black tape so as to reduce the quantity of external light that penetrates into the experiment. The Čerenkov source cannot see the PMT rig directly; it is housed in a 50mm diameter brass cylindrical shield which is closed at the top end. Čerenkov light from the source passes downward in a 45° cone. It is reflected nearly parallel by the mirror at the bottom of the bin, and then passes upward toward the PMT rig. A source blocker is available. This is a simple shield that, when moved into place below the Čerenkov source, prevents any Čerenkov radiation from being reflected by the mirror up to the PMT rig. This allows measurements of the dark current to be made.

The PMT is housed in a very nearly water-tight rig that protects the sensitive electronics at the base of the phototube from contact with water. The entire PMT rig can be immersed in water, and to this end, the bin itself is water-tight. When water is present in the bin, bubbles of gas can form on the surface of the mirror, and any impurities in the water can attenuate the Čerenkov light. To prevent these effects the water used in the experiment is degassed and passed through a membrane by reverse osmosis (the water is then known as RO water), removing larger particulate contaminants (> a few nm). The surfaces in the bin were washed with the RO water before measurements began. The mirror and the PMT glass received special treatment, being washed with de-ionised water (with a nominal purity of 18MΩ). De-ionised water leaves no residue when it evaporates, and so surfaces washed with the water have no distribution of particles with which to scatter light.

The R1408 was be operated under conditions as similar as possible to the operating conditions that will be encountered in the SNO detector. This means that the local magnetic field was reduced, and the PMT fitted with a SNO base and operated in single pulse mode with the voltage and discriminator levels set in the manner they will be set in the actual SNO experiment. Setting the voltage and discriminator levels entailed adjusting the high voltage supply until the PMT achieves a mean gain of $10^5$, and then setting the discriminator to cut out signals that are less than those producing a quarter of the charge deposited by the average single photoelectron. The electronic arrangement used in the experiment is shown in Figure 3.3. It includes a calibrated pulse generator which was used to start the scalar counter and to stop it after a period of 5 seconds.

A flux gate magnetometer was used to measure the magnitude of the magnetic field due to the Earth at the PMT's experimental location. The field was found to be $\sim 40.5 \mu T$. By positioning a set of Helmholtz coils at an angle of $23^\circ$ to the vertical, facing south, and providing the coils with a current of 0.35A, the magnetic field experienced by the PMT was reduced to $\sim 0.6 \mu T$, or 1.5% of the Earth's local field. With respect to the magnetic field conditions, the PMT operates in the same regime (maximal efficiency) in which it will be operating in the SNO experiment.

It is well known that the dark current in a PMT is enhanced by exposing the photocathode to light and declines rapidly after the application of EHT. The explanation for this behaviour is unclear [146], and one possible mechanism is the excitation of metastable states in the photocathode [147]. Whatever the
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Figure 3.2: A schematic diagram of the experimental apparatus.
explanation, most PMTs require several hours of continuous operation to ensure a stable dark current, after which the principle source of noise is the thermionic current. To counter the effects of exposure to light, the PMT was allowed to operate under normal experimental conditions without exposure to light sources, until noise levels had returned to the nominal background level. To establish a nominal level of noise for the PMT, it was allowed to operate in the dark for several days before the experiment began. During the experiment itself, exposure to light was minimised during changeover operations, and the PMT was always allowed to quieten down through dark operation before measurements resumed.

In order to obtain a concentration factor for SNO's concentrators, it is necessary to take readings with and without the concentrator in place. When the concentrator is not used, a mask is put in its place. The purpose of this mask is to expose only that area of the photocathode that is exposed by the concentrator, and hence obtain a concentration factor that arises from purely geometric effects, i.e., that does not depend upon the properties of the additional areas of photocathode that would be exposed to light in the absence of both the mask and the concentrator. Both the mask and the concentrator were firmly secured, and light was prevented from reaching the hidden area of the photocathode by extensive taping.

The Čerenkov source was developed by Boardman [91], and consists of a hollow sphere of UV-stabilised acrylic containing the radioisotope $^{90}$Sr in a weak (0.1M) hydrochloric acid solution. The principal radiations produced are $\beta^-$ particles:

$$^{90}\text{Sr} \rightarrow ^{90}\text{Y} + e^- + \overline{\nu}_e,$$

which has a half-life of $28.6 \pm 0.3$ years, and an endpoint energy of $0.546 \pm 0.001$ MeV, and

$$^{90}\text{Y} \rightarrow ^{90}\text{Zr} + e^- + \overline{\nu}_e,$$

with a half-life of $64.07 \pm 0.16$ hours and an endpoint of $2.2792 \pm 0.003$ MeV. The $\beta$ particles produce Čerenkov radiation which passes out through the acrylic casing of the source, which has a wavelength cutoff of around 320 nm. The light emanating from Boardman's source is isotropic and unpolarised when averaged over many decays. The half life of $^{90}\text{Sr}$ is very long when compared to the duration of the experiment; this fact means that there was no appreciable variation of the source strength during the period in which measurements were taken.

The concentration factor is defined as the ratio of the number of signal events with the concentrator and with the mask. It is a function of the angle of incidence of the photon beam. A perfect photomultiplier/concentrator system detects all photons that are incident upon it within the acceptance angle, and

Figure 3.3: A schematic of the electronics used to gather data from the R1408 photomultiplier tube.
for photon sources that produce more than one photon per decay event, this can lead to an underestimate of the concentration factor. This is because events of multiple correlated photons (such as those that occur in Čerenkov radiation) will be counted with a disproportionately high probability when the masked PMT is exposed. The design of Boardman’s source is intended to minimise this effect by producing only a small number of photons per decay; one $^{90}$Y decay in the source (the more energetic of the two $\beta$-decays in the source) produces an average of 32 photons. The effect is further reduced by the overall efficiency of the Hamamatsu R1408 for detecting photons (which is $\sim 15\%$, a convolution of a quantum efficiency of $\sim 28\%$ and a collection efficiency of $55\%$). Assuming an ideal concentrator, the concentration factor is:

$$C.F. = \left( \frac{\alpha P_c(1) + 2\alpha(1 - \alpha)P_c(2) + 3\alpha(1 - \alpha)^2P_c(3)}{\alpha^2P_c(2) + 3\alpha^2(1 - \alpha)P_c(3) + \alpha^3P_c(3)} \right)$$

(3.3)

where $\alpha$ is the PMT photon detection efficiency, and $P_c(n)$ is the probability of detecting an $n$-photon event with the concentrator in place, while $P_m(n)$ has the same meaning for the masked PMT. SNOMAN has been used to simulate Boardman’s source and the frequency with which 1, 2, or 3 photons enter the solid angle occupied by masked and concentrator-bearing PMTs has been calculated. The results are: $P_c(1) = 0.0444$, $P_c(2) = 0.0050$, $P_c(3) = 0.0003$, $P_c(\geq 4)$ small, $P_m(1) = 0.0295$, $P_m(2) = 0.0001$, and $P_m(\geq 3)$ small. These values yield a concentration factor exactly in agreement with the theoretical limit for normal illumination; 1.824. This is entirely because of the low PMT photon detection efficiency, $\alpha$; if it were 1, the C.F. would be underestimated at $\sim 1.679$. To conclude; the photon intensity of Boardman’s source and the PMT photon detection efficiency are sufficiently low that it is highly unlikely that more than one photon would be detected from a single $\beta$-decay. Consequently the concentration factor is correctly estimated to be less than $1\%$ from the simple ratio of the event rates with and without the concentrator in place.

### 3.4 Method

A measurement of the signal+background was made by exposing the PMT (with a mask or a concentrator in place) to Čerenkov light for a period of 5 seconds. The number of counts above the discriminator threshold accumulated during the period of exposure was recorded. A measurement of the background was taken either immediately before or immediately after a signal+background reading. The measurement was made by moving the source blocker in front of the source so as to prevent Čerenkov light from reaching the mirror. The exposure time was again 5s, and the number of counts above the discriminator threshold was recorded.

Sets of measurements were made with the concentrator in water and in air and with the mask in water and in air. Each set of measurements contains readings for 228 positions of the PMT rig defined by the four azimuthal orientations (colloquially: north, south, east, and west) with the polar angle ranging from $+70^\circ$ to $-70^\circ$ at 2.5° intervals. 5 measurements were made of the signal+background and the background at each orientation. The total number of measurements made was 9120.

Several problems were encountered when the first abortive set of measurements was taken. The PMT and its read-out electronics proved extremely sensitive to electrical disturbances from external sources (such as an electric arc-welder, for example). The PMT rig proved to be only nearly water tight, allowing water vapour to penetrate through the housing to the electronics after ~4 hours. Various attempts were made to reduce the effects of both problems, but eventually it was decided to take the readings over a period of four nights of intensive measurement. The readings would be taken at night so as to reduce electronic noise from external sources, especially a nearby workshop which operated only during the day, and in which aluminium arc welding was taking place. They were also taken very rapidly in order to prevent the PMT rig from being penetrated by water (rendering the PMT useless). The main run proved sufficient to gather all the data. The results will be discussed in the next section.
3.5 Results and Comparison with the Monte Carlo Model

The results of each of the four data sets (with mask or concentrator and in water or air) were processed according to the formulae:

$$\bar{y}(\theta, \phi) = \frac{1}{5} \sum_{i=1}^{5} y_i(\theta, \phi),$$  \hspace{1cm} (3.4)

and,

$$\sigma^2(\theta, \phi) = \frac{1}{20} \sum_{i=1}^{5} (y_i(\theta, \phi) - \bar{y}(\theta, \phi))^2.$$  \hspace{1cm} (3.5)

where $y_i(\theta, \phi)$ is the difference between the $i$th signal+background and the $i$th background reading made at an orientation of the PMT defined by $\theta$, the polar angle, and $\phi$, the azimuthal angle. The sum over $i$ is the sum over the 5 readings at a single $(\theta, \phi)$ orientation, and $\bar{y}(\theta, \phi)$ is the mean value of those readings. $\sigma^2(\theta, \phi)$ is the variance of associated with the quantity $\bar{y}(\theta, \phi)$.

The results (the $\bar{y}$ values and their errors) are shown in Figures 3.4 (air data), and 3.5 (water data). These plots clearly show that the concentrator rejects light incident at extreme angles. The apparently linear dependence of $C(\theta, \phi)$ on $\theta$ as $|\theta| \to 70^\circ$, $|\theta| > 60^\circ$ is due to the shadowing of the PMT photocathode by the concentrator. At these large angles, the concentrator rejects almost all of the incident light incident upon it, but some light falls directly onto the PMT. The signal is then proportional to the surface area of the photocathode presented to the light beam, which falls linearly with angle. Figures 3.4 and 3.5 suggest an approximate azimuthal symmetry in the data. This is emphasised in Figure 3.6, where the south and west data sets suffer the transformation $\theta \to -\theta$.

A concentration factor is obtained as follows;

$$C(\theta, \phi) = \frac{\bar{y}_c(\theta, \phi)}{\bar{y}_m(\theta, \phi)},$$  \hspace{1cm} (3.6)

where $C(\theta, \phi)$ is the concentration factor, and the subscripts $c$ and $m$ refer to the readings taken with the concentrator and mask respectively. The concentration factor data is shown in Figure 3.7. Figure 3.7 shows air and water concentration factors which are between 1.6 and 1.8 for $|\theta| \leq 50^\circ$, and which drop off rapidly for increasing $|\theta|$, $|\theta| \approx 50^\circ$.

Lay [63], [94] has prepared a detailed Monte Carlo model of a Hamamatsu PMT and a SNO concentrator. This model takes account of:

1. the geometry of the photomultiplier.
2. The geometry of the reflector.
3. The optical properties of the photomultiplier.
4. The optical properties of the reflector.

The PMT model assumes axial symmetry, and models the PMT as a combination of a sphere and an elliptical torus of circular cross-section, whilst the dynode stack is modelled as a cylinder in the lower region of the PMT (see Figure 3.8). The SNO concentrator takes the shape of a truncated Winston cone [92] [95]. This shape has no simple analytical form, and so Lay has chosen to approximate it using a section of an elliptical torus, an approximation which has very little effect on the validity of the PMT-concentrator simulation [63]. The modelling of the concentrators is complicated by the fact that their reflective surface is not a single piece, but instead is made up of 18 petals. This is explicit in Lay’s model.

The optical properties of the photocathode were determined by Lay and are discussed in [94] and by Lay and Lyon in [96]. The absorptivity is shown to be linearly related to the quantum efficiency, and the relationship is deduced. The results are included in the Monte Carlo model. Of the remaining surfaces, the glass envelope is well described by Fresnel’s Laws as is the reflective back hemisphere of aluminium. The optical properties of the dynode stack used in the PMT model were taken from [92]. Finally, the 18 petals in the concentrator were modelled using data provided by Waltham et al. [120], who examined the reflectivity of the dielectric coated aluminium (DCA, or Omega) for angles in the range $20^\circ \to 75^\circ$, and wavelengths between 305 and 800nm.
Figure 3.4: The results from the PMT measurements in air. Intensity is plotted against angle, normalised to 1 at 0 degrees. The orientations of the data sets are north, south, east, and west, repeated, as if reading from the top left. The top four results are taken with a mask in place, the remainder using SNO's concentrator.
Figure 3.5: The results from the PMT measurements in water. Intensity is plotted against angle, normalised to 1 at 0 degrees. The orientations of the data sets are north, south, east, and west, repeated, as if reading from the top left. The top four results are taken with a mask in place, the remainder using SNO’s concentrator.
Figure 3.6: The graphs demonstrate the symmetry of the data under reflection. Top four graphs show mask data, bottom four, the concentrator data sets. Left column shows the north data set with the south reflected and superimposed, right column shows the east data set with the west reflected. Rows show mask data and concentrator data alternately. The data are normalised just as before.
Figure 3.7: The concentration factors in air (top 4) and water (lower 4). When reading from the top, data sets are ordered north, south, east, west, north, south, east, and west.
Photomultiplier and Concentrator: Geometry

Figure 3.8: A schematic of the photomultiplier and concentrator design used in the preparation of Lay's computational model. Diagram reproduced with modifications from Lay [63].

Lay's modelling of the combined PMT and concentrator is very thorough. Although it was intended primarily for use in the SNOMAN program, it was easily adapted to provide a prediction for the performance of the PMT and concentrator arrangement in the bin. The bin, which was described in detail in Section 3.3, is modelled as a perfectly light-black container into which a spherical mirror is placed. The β-emitting source was assumed to be pointlike, although in reality it is a sphere of approximately 1cm in diameter. The source housing was modelled as a black cylinder 50mm in diameter, and the shadowing of the PMT front face by the source and housing was included in Lay's Monte Carlo model of the bin. The need to simulate the photon-spectrum of the Čerenkov source was avoided; Lay's simulation of the PMT and concentrator shows that their efficiency for the detection of single photons does not vary by more than 5% as a function of wavelength, independent of the angle of incidence. The comparison between data and model will assume the correctness of this result, and will by necessity compare only normalised quantities from the model with data.

It is this model whose results are compared with the data obtained by the author of this work. The predictions of the Monte Carlo of the bin experiment, together with an averaged data set (taken by combining the data from all four azimuthal orientations) are shown in Figures 3.9, 3.10, and 3.11.

It was realised that discrepancies might arise as a result of mispositioning the Čerenkov source. Lay modelled the effects of an error in the position of the source on the light collection efficiency of the PMT-concentrator arrangement, and the results are shown in Figures 3.12 and 3.13. Clearly, quite small displacements can alter the shape of the PMT-concentrator's response significantly. It was during this process that the realistic modelling of the spherical mirror was useful.
Figure 3.9: Lay’s Monte Carlo model of SNO’s concentrator and the R1408 photomultiplier in air agrees well with the experimental data collected.

Figure 3.10: Lay’s Monte Carlo model of SNO’s concentrator and the R1408 photomultiplier in water agrees well with the experimental data collected.

A 2cm error in the positioning of the source is not considered likely, and therefore the plotted results indicate the extremal consequences of this error. It is believed to be this effect which is responsible for the small discrepancies between the Monte Carlo predictions and the data in the ranges $-55 < \theta < -30$ and $55 < \theta < 65$ in Figure 3.11. The Monte Carlo model used in preparing the results for that figure included a 5% increase in the absorptivity of the dielectric coated aluminium concentrator petals. A slight increase in light absorption is expected because the Monte Carlo neglects small effects such as the gap between neighbouring petals, and the spigots that retain them in position [95]. This reduces the light collection efficiency of the phototube by about 3%. It is clear from Figure 3.11 that the agreement between Lay’s Monte Carlo model and the experimental data is very good.
Figure 3.11: Lay’s Monte Carlo prediction for the concentration factor in water agrees with the experimental data collected.

Figure 3.12: The effect of moving the source horizontally.

3.6 Conclusions

The angular response data gathered during this experiment serve to quantify the light gathering performance of the SNO PMTs as a function of angle. The strong similarity between all the air data sets, and separately between all the water data sets, suggests that an approximate azimuthal symmetry exists in the PMTs light collection efficiency. This is important to any model of the PMTs in SNO, meaning as it does that no significant error will be introduced either by assuming an azimuthal symmetry in the model, or by an ignorance of a PMTs orientation in the SNO detector. The reflection symmetry in the data indicates that the bin experiment is free of systematic variations in the illumination of the phototube-concentrator arrangement that might arise from the geometry of the bin itself. Overall, the data is of good quality, and most importantly, is very reproducible.

The results presented here have been used to verify Lay’s Monte Carlo model [63] of the photomultipliers. Lay’s model agrees well with the data at the 2% level, especially when systematic effects like an error in the Čerenkov source position are considered. The agreement between the experimental data and
Lay's model of the bin experiment gives some confidence that the behaviour of the PMTs will be well modelled in the SNO Monte Carlo. These results were first presented in a paper by Lay and Lyon [96].

Moorhead first measured the angular sensitivity and concentration factor for a prototype (24 petal) concentrator. Those measurements revealed a concentration factor for the performance plateau of 1.6 → 1.7 in water. The measurements presented here show that the production concentrators (18 petals) that will be placed in the SNO detector have a slightly better performance, as predicted. The plateau concentration factor is ~ 1.7. Moorhead's findings were slightly low because the petal area of the reflectors was slightly smaller. In all other respects, these measurements confirm Moorhead's findings. In particular, the two important design criteria, that the concentrators increase light collection inside the active volume of the detector, but decrease it elsewhere, and that the increase in light collection inside the active volume be roughly independent of angle, are met.
Chapter 4

Preparing Long Term Test Facilities for the SNO Experiment

4.1 Introduction and Purpose

Several components of the SNO detector are expected to suffer from water aided aging. It is known that pure water is highly corrosive [130]; water is an excellent solvent because of its high dielectric constant and very strong solvating power. Two examples of the effects of such corrosion have been;

1. Production reflector petals have been subjected to accelerated aging tests. Initial results showed that the reflectivity of the dielectric coated aluminium falls upon aging by as much as 5% for wavelengths below 450nm [115]. More stringent test conditions and a less accelerated aging regime led to a mean loss of specular reflectance of only 1.2±2.3% in a subsequent experiment [116]. It was realised that dissolved air in the deionised water increased the attack on some samples of dielectric coated aluminium. With the dissolved air removed, as it will be in SNO, and the water kept under nitrogen, the coated aluminium was much more robust, and survived immersion for 10 days at 95°C [117], which is approximately equivalent to 10 years at 8°C (see below).

2. Extensive testing of prototype rope for holding the acrylic vessel demonstrated that although aging did not occur in distilled water, a slight but significant loss of strength resulted from aging in de-ionised light water. The acrylic rope was replaced by VECTRAN, a material which is not susceptible to attack by ultra-pure light water.

The examples given here are illustrative and not exhaustive. The accelerated aging referred to above is brought about by increasing the temperature of the deionised water in which the samples were placed. By ageing samples at a variety of temperatures, it was found that reaction rates increase by a factor of 2.2 for each 10°C rise in temperature [117]. This is in accordance with the assumption that any physical or chemical ageing process would be governed by thermodynamic considerations [121]. Hence, it was assumed that a period of 10 days immersion at 95°C was equivalent to a time of the order of 10 years immersion at 8°C [95]. Only the possibility of a phase change in one of the materials renders this extrapolation to lower temperatures and longer times uncertain, but the results of [95] support the extrapolation.

The components of the SNO detector that are to be immersed in the SNO cavity have all been subjected to ultra-pure water survival tests. These tests can be criticised on two grounds:

1. the tests were not carried out using SNO quality water, which, while very pure, will have different residual contaminants to the water used in the tests; and,

2. the components were not subjected to survival tests on the same timescale as the SNO experiment.

As a result of the tests that have been carried out, certain critical components of the SNO detector are to be subject to observation throughout the lifetime of the experiment. It is not possible to immerse the tests in the SNO light water cavity for reasons of maintaining water cleanliness, ease of access and removal, and safety. A separate facility is needed whereby components of the SNO detector can be immersed for the duration of the experiment in conditions that are as similar as possible to those found in the SNO cavity. This chapter describes work done by the author in preparing such a facility (known
as the “test tank” facility). This facility is intended to be operational 6 months before the filling of the SNO light water cavity, so that any test component corrosion or failure will occur well in advance of a similar but potentially more serious event within the SNO cavity. Most test components will simply be immersed in the SNO ultra pure light water. The components will be extracted, blown dry with a gas (nitrogen or argon), packaged, and subject to testing elsewhere. Some components will be subject to mechanical stress. There will be three test tanks containing four tests:

1. samples of acrylic from the detector will be placed under stress;
2. a complete PSUP panel with PMTs and concentrators will be held under stress;
3. rope sections will be immersed; and,
4. reflector-concentrators will be immersed.

The rope sections will be held under a mild tension to keep the weave intact. A separate experiment will be constructed [118] to test the stress-related underwater ageing properties of the rope that supports the PSUP; the test includes one of the acrylic vessel panels with a rope groove that will support the whole acrylic vessel. This test cannot be accommodated in the test tank facility because of its large size and the considerable mechanical stresses involved.

In addition to the test tank facility, another apparatus has been designed in order to monitor the long term performance of the reflector-concentrators that are to be used in the SNO detector. This apparatus has been designed and built to overcome the deficiencies of the ‘bin’ (see Chapter 3) in performing very accurate comparative measurements. Doucas [114] has indicated that the empirical evidence suggests that petals which do suffer degradation in the accelerated ageing tests mentioned earlier do so in a relatively short period of time equivalent to 2 → 3 years in the SNO detector. As a consequence of this observation, it is intended that the concentrators that are submerged in the bin would be extracted and tested every 3 → 4 months in the first 3 years of detector operation, and every 6 months thereafter, surprises notwithstanding. This second apparatus will not be discussed any further in this thesis.

4.2 The Test Tank Facility

4.2.1 Design of the Test Tanks

The test tanks have been designed to meet several different requirements. Most of these requirements arise from the purpose of the test facility, that is, to mimic the conditions in the SNO cavity as closely as possible. The water in the SNO cavity is at approximately 10°C, and has been degassed and purified by ion exchange, filtering, and exposure to ultraviolet light (to kill biological contaminants) before entering the cavity [119, Section 2.2]. The similarity between the water in the SNO cavity and the test facility would be complete if three conditions could be met. These are:

1. the temperature in the test facility is the same as that in the SNO cavity;
2. the water purity in the test facility is the same as that in the SNO cavity; and,
3. the water flows at the same rate over the specimens in both the test facility and the SNO cavity.

In addition, the test tanks must minimise their effect on the light water recirculation loop, especially with regard to contamination of the water by radionuclides.

The temperature in the test facility will not be identical to that in the SNO cavity. This is because the water used in the test tanks will not be actively cooled (there is insufficient space in the mine for the equipment that would be required) and therefore its temperature will rise in response to heating by the environment. The water for the test facility is extracted from the main water circulation/cooling/purification loop and flows through about 30m of plastic piping which is surrounded by air whose bulk temperature is approximately 25°C. The low flow-rate and high surface to volume ratio mean that significant temperature changes could occur. The water then enters into one of the three test tanks. The tanks are ‘turned over’ in about 3 days. This rate is sufficiently slow to allow considerable heat to enter the tanks from the surrounding environment if they are not properly insulated.

Insulation of the pipes is a difficult issue in the Creighton mine - most insulation is either flammable (foam based), and may release poisonous fumes which in the event of a fire would endanger the lives of scientists and miners alike, or it contains particulate matter (fiberglass-like insulation) which, if it were to
become airborne, could contribute to radionuclide contamination in the SNO enclosure. Insulation also greatly increases the diameter of the pipework, for which there is relatively little space already. A suitable insulation material has been found, and it is a fire retardant foam manufactured by Instapak-Floral with a thermal conductivity of 0.3BTU hr\(^{-1}\) ft\(^{-2}\) °F\(^{-1}\), or 0.043W m\(^{-1}\) K\(^{-1}\) [108].

Obviously there are a number of difficulties associated with maintaining the temperature of the test tanks at an acceptably low level. These problems, and the closeness with which the conditions in the test facility do match those in the SNO cavity, will be discussed in a separate section.

The materials used in the construction of the test tank facility have been chosen in line with the recommendations of the SNO Water Group [119, Section 1.1.1]. The majority of the piping will be built on-site from SNO approved materials (polypropylene pipes and polyurethane valves), which have been selected as the best compromise between price and the requirement that contamination by leaching from the pipes into either light or heavy water be minimised. Contamination of polypropylene by radionuclides is generally lowest when fillers, colouring agents, and other additives are kept to a minimum. The test tanks have therefore been manufactured from unfilled polypropylene. Forbes Plastic Tanks and Environmental Technologies, from whom the test tanks were commissioned, were not able to manufacture the piping attached to the test tanks from unfilled polypropylene, and filled polypropylene was used in its place. In the case of the test tanks this is not felt to be a serious concern, since the pipe surface is less than a percent of the total surface of a test tank, and the water will be purified before being returned to the cavity. Contamination by radionuclides is a very small effect which will not have any effect on the chemical processes in the test tanks. The test tanks are part of the light water water recirculation loop, however, and hence such contamination must be minimised. Radon gas has been found to be entering the light water system through valves and ‘O’ rings. The diffusion rate for a 2" valve is 4.0 radon atoms per hour (Rn h\(^{-1}\)). This compares with a total acceptable rate of 45Rn h\(^{-1}\) [119, Section 2.6]. Once again, this is not a problem insofar as the water purity of the test tanks is concerned, but it would become a problem if the water was to be recirculated into the SNO light water cavity. Partly for this reason, the test tank facility has been positioned before the Process Degasser in the light water circulation loop (the Degasser reduces the Rn content of the light water by about a factor of 50 [119, Section 2.7.4]) and this means that the presence of valves and ‘O’ rings in the test tanks is not critical. The facility has none-the-less been designed to minimise the number of valves present in it. As a result of the facts presented here, the water purity in the test tank facility is expected to be essentially the same as the light water exiting the SNO cavity. The exit pipe from the cavity is positioned close to the PSUP region (see Chapter 2) and so the water arriving in the test tanks is essentially the same as that exiting the PSUP region.

The rate that water flows over the specimens in the test tanks can, of course, be matched to the rate at which the water flows past some point in the SNO cavity. Most of the components that are to be tested in the test tanks lie about 8.5 meters from the centre of the detector, and are part of the photomultiplier sphere or its support structure. The test tanks are being designed to mimic this region of the detector most closely. 200 litres of water will flow through this region every minute, and hence the mean flow velocity will be \(3.7 \times 10^{-4}\) cm s\(^{-1}\). This means that the contents of the test tanks will be “turned over” in about 3.1 days.

### 4.2.2 Detailed Discussion of the Design of the Test Tank Facility

The test tank facility has been designed to prevent contaminants entering the water after it has left the SNO cavity. In particular, this has meant that the tanks must be sealed to prevent contact with the surrounding air. Sealing the tanks is not enough: either a covering gas must be provided to fill the volume of the tanks not filled by the water, or the tanks must be operated without any gas remaining in them. In the SNO cavity, nitrogen cover gas is provided above the D\(_2\)O, and a similar arrangement was considered for the test facility. This arrangement was rejected because of the additional pipework that would be necessary, and because of the difficulty in opening the tanks to examine and replace samples without venting N\(_2\) gas, a serious safety issue when working in a confined space underground. Therefore the test facility will be entirely water-filled.

A schematic diagram of the test tanks is shown in Figure 4.1. Throughout the remainder of this section, particular features of the test tanks and surrounding apparatus will be given a number or a letter. These numbers and letters are marked on the relevant figures. Two detailed diagrams exist, one of a test tank and one of the return tank. Both will be referred to explicitly where appropriate. It is hoped that the reader will find the text easier to follow as a result of the marking of the figures.

The test tanks (Figure 4.2 and labelled 4 in Figure 4.1) have been designed to be opened and so they have been provided with a lid (labelled 7 in Figures 4.1 and 4.2). The lid contains a displacement volume
so that when a test tank is opened and the lid removed, the water falls away from the top edge of the tank. The lid-to-tank seal is accomplished by means of a large “O” ring with a PTFE jacket that clothes its inner edge. The PTFE jacket prevents the “O” ring from coming into direct contact with the water in the tanks. The feed pipe (12 in Figures 4.1 and 4.2) enters the tank at its base, and is terminated by a diffuser so that the cold water entering the tank mixes well. The tank exit pipe (8 in Figures 4.1 and 4.2) is flush with the lid so that no air can remain in the tank during normal operation.

The water exiting the test tanks is normally piped to a return tank (Figure 4.3 and labelled 1 in Figure 4.1), where a nitrogen cover gas is provided. The nitrogen in this tank is at a few inches above atmospheric pressure, and it is prevented from escaping from the tank by water filled “U” bends in all the pipes leading into it. The water outflow pipe from the return tank leads to the “Feed and Bleed” tank (11) which is used to control the water level in the SNO cavity, and which also has a nitrogen gas blanket. A cover gas (the feed pipe for which is labelled 3 in Figures 4.1 and 4.3) can be used in the return tank because is not intended to be opened.

The water exiting the test tanks (Figure 4.2 and labelled 4 in Figure 4.1) will flow into the return tank in the standard mode of operation, but it may instead be taken directly to drain (5) or to a sampling point (6). The drain and the sampling points are positioned about 10 feet below the test tank outlets, and the extremely slow flow of water through the tank outlet pipe (8 in Figures 4.1 and 4.2) will ensure that water will flow preferentially down to them rather than to the return tank whenever it is able. The sample point is isolated from the return tank and the test tanks by one or two water-filled “U” bends (2) that prevent air entering the system or nitrogen gas escaping it.

The pipes leading from the test tanks (4) to the return tank are inclined slightly to the vertical to ensure that they are full of water at all times (9). This dramatically reduces the surface area of the water that is in contact with the cover gas, and hence it reduces the amount of the N₂ cover gas that dissolves in the water. The outlet pipes from the test tanks enter the return tank horizontally and are joined to a vertical pipe that is open at both ends (10 in Figures 4.1 and 4.2). This pipe penetrates down into the reservoir of water in the return tank. This design has been used to ensure that no water can be sucked.
back out of the return tank to the test tanks when they are emptied, and to prevent splashing in the return tank (due to its surface tension, the water will ride down the sides of the pipe into the return tank). This precaution has been taken to limit the amount of nitrogen dissolving in the water, and hence to avoid unnecessary loading of the water degasser used in SNO.

These flow options will allow the tanks to be opened to the air (dramatically reducing water quality as CO₂ dissolves rapidly in the water [117]) for the inspection of or removal of samples. The tank will then be closed, and water from it will then be taken to a drain through the sample point, where a conductivity or a pH meter will be used to assess the water quality until it has returned to a level such that it can be allowed to return to the “Feed and Bleed” tank (where water resistivity has a nominal value of ~ 18MΩ and a pH of 7 [119, Section 2.2]), and hence rejoin the main light water recirculation loop. In this way, serious loading of the light water purification loop can be avoided.

The need to keep the temperature of the water arriving at the test tanks as similar to that in the SNO light water cavity as possible without the use of a refrigerator means that water must flow as quickly as possible from the main 3" pipe carrying water from the SNO cavity to the input manifold of the test tank facility (13). The increased flow rate causes the volume of water arriving must be much larger than that passing through all 3 of the test tanks (see Section 4.2.3). The surplus water volume is piped through the bypass line to the test tank facility exit pipe. This pipe takes water from the bypass line and the return tank and returns it to the “Feed and Bleed” tank under gravity. The volume flow rate in a pipe

Figure 4.2: An example of a 3/4 tonne test tank.
for a fixed pressure difference is [107];

$$Q = \frac{\pi R^3 \Delta p}{8 \mu L},$$  \hspace{1cm} (4.1)

where $Q$ is the volume flow rate, $R$ is the radius of the pipe, $\Delta p$ is the pressure drop along a length $L$ of the pipe, and $\mu$ is the viscosity of water. $Q$ is a known quantity; from Section 4.2.3, to keep the water temperature low, the flow will be about 6 times that required to supply the test tanks ($1.54 \text{cm} \text{s}^{-1}$ in the 1” input manifold feed pipe). The formula $\Delta p = \rho gh$ relates the height of a column of water to the pressure developed at its base. From these relations, the height $h$ required to drive the water through the exit pipe under gravity at the given rate is;

$$h = \frac{48R_1^2 \tau \mu L}{R_2^2 \rho g} = 1.12 \text{m}.$$ \hspace{1cm} (4.2)

The height given assumes that the exit pipe is 2” in diameter ($R_2 = 5.08 \text{cm}$), and that the feed pipe to the input manifold is 1” in diameter ($R_1 = 2.54 \text{cm}$). In order to allow for an increase in the flow rate required due to unforeseen circumstances, it is recommended that $h > 2 \text{m}$. This can be achieved by raising the return tank as high as is possible.

The test tank operational procedure is simple:

1. Open flow control valve B, allowing water from the test tank to flow to drain.

2. Open union A and slowly drain the water from the test-to-return tank pipe (pipe 9), allowing the lid of the test tank to be removed. Air and nitrogen gas are prevented from mixing by the water filled “U” bend (2).
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3. Remove the lid of the tank (7), and insert, remove, or inspect an experiment.

4. Replace the lid of the tank.

5. Close union A.

6. Open valve C, allowing water to go to the sample point.

7. Close Valve B. Water will now flow to the sample point under gravity.

8. Monitor water quality in the tank at the sampling point until its purity is good enough to allow the water to be returned to the “Feed and Bleed” tank.

9. Close valve C. The tank is now in its normal mode of operation.

A balcony has been constructed to hold the test tanks and a nitrogen dewar. The nitrogen dewar is not part of the test tank facility, rather, it provides the nitrogen which is used as a cover gas throughout the SNO experiment. The balcony is shown in Figure 4.4. A photograph of a completed test tank has also been included (see Figure 4.5).

4.2.3 Thermal Conditions in the Testing Facility

It is desirable to have conditions within the test facility as similar as possible to those within the light water region of the SNO cavity itself. To this end, water will be drawn off the output pipe leading from the SNO cavity, through a 30m long horizontal pipe (labelled P in Figure 4.1) and directed into the test tanks. During this period the water, which exits the SNO cavity at a temperature of ~ 10°C, will undergo heating from the surrounding environment, where the mean temperature is about 25°C centigrade. The water will then enter the test tanks where it will remain for a period of approximately three days, and again be heated.

Two questions arise concerning the temperature of the water as it flows slowly through the test tanks, and in the pipes leading up to the test facility. These are (overleaf):
Figure 4.5: A photograph of a test tank, provided by Forbes.

1. What is the temperature of the water upon its arrival in the test tanks?

2. What is the equilibrium temperature of the test tanks themselves?

The first of these questions can be addressed by considering the heat gained in a pipe through which cold water flows very slowly. The water in the pipe is subject to heating by forced convection. The pipe itself, or more accurately, the insulation surrounding it, is subject to heating by free convection. This makes the calculation of the heat lost from the pipe and the consequent temperature loss of the water in the pipe somewhat involved. The calculations are given in their entirety in Appendix B, where it is shown that it is reasonable to expect a temperature rise of the order of 1°C or less when 1cm of insulation is used and the water flows at 4 → 6 times the nominal rate.

The temperature rise in the test tanks is also calculated in Appendix B, as it also involves heating of the test tanks by free convection. The expected equilibrium temperature of the test tanks, when insulated with 5cm of Instapak-Floral foam, is 287°C. This is a temperature rise of 3°C for the water entering the tanks. This slight temperature rise cannot be avoided in view of the restricted water flow conditions required in tanks, and the purity requirements of the water found there, although it did lead to the consideration of a water jacket for the test tanks to further restrict the temperature rise. The cold water from the bypass line would have been used. Unfortunately the water jacket option proved to be too expensive. There is a possibility that this unavoidable rise in temperature (and hence reaction rate rise) will be matched by a slightly increased flow rate to produce a facility which mimics the conditions found in the PSUP region of the SNO detector but with an accelerated time constant.
4.3 Conclusion

The test tank facility will satisfy the design requirement of providing conditions similar to those within the SNO cavity. The four aims of the design, namely:

1. that the water purity in the test tanks be similar to that in the PSUP region of the SNO light water cavity,
2. that the water flow rate over the components under test be the same as the water flow rate in the PSUP region,
3. that the test tanks have little or no effect on the contamination of the light water system by radionuclides, and
4. that the water temperature also be similar,

will be met. There is sufficient redundancy in the design of the test tank facility to cope with a limited range of unexpected thermal conditions in the mine. The test facility, correctly operated, presents no threat to the purity of the SNO light water.

The test tanks have been commissioned and built, as has the balcony to support them in the INCO mine (where the SNO experiment is situated) in Canada. The facility will begin operation 6 months before the light water fill of the SNO cavity begins. This will give ample warning of any component failure.
Chapter 5

Modelling the Photodisintegration of the Deuteron in the SNOMAN Program

5.1 Introduction

Photodisintegration of the deuteron, \( d + \gamma \rightarrow n + p \), is the principle background to the measurement of the neutral current rate in SNO. It will occur in the SNO detector in normal operation due to the \( \beta-\gamma \) decays of \( ^{208}\text{Tl} \) and \( ^{214}\text{Bi} \), and during calibration when the 20MeV \( \gamma \)-ray source is in use. This chapter describes the work done by the author in modifying the SNOMAN (Sudbury Neutrino Observatory Monte Carlo and ANalysis) program to accommodate deuteron photodisintegration. This is a two step process; firstly the cross section for the process must be determined from the best available theory and data, and secondly it must be inserted into the SNOMAN code. In this presentation these steps will be described in reverse order.

Against the prevailing opinion of the time, the author determined that it was possible to introduce photodisintegration into SNOMAN without either making an approximation or modifying the FORTRAN code responsible for the calculation of the \( \gamma \)-ray physical interaction cross section, which was not provided by the authors of the SNOMAN program. This is important because it avoids the possibility of the introduction of an error into that code.

Photodisintegration is always less than 0.6% of the \( \gamma \)-ray interaction cross section. This is demonstrated in Figure 5.1, where the \( \gamma \)-ray interaction cross section (mostly Compton scattering and to a lesser extent pair production), the photodisintegration cross section, and the ratio of these two quantities are shown as a function of \( \gamma \)-ray energy. It might be thought that only a rough model of photodisintegration is required for the SNOMAN code, since it is such a small part of the total \( \gamma \)-ray cross section. However, there are objections to this approach. Firstly, while the fraction of \( \gamma \)-rays that photodisintegrate deuterons in the SNO detector is small, the number of such photodisintegrations is not (see Chapter 9). Secondly, the simple model of photodisintegration which is accurate near threshold is inaccurate at the 10% level for \( \gamma \)-rays with energies greater than 10MeV, a fact which has more significance for the high energy \( \gamma \)-ray calibration sources than it does for the normal operation of the SNO detector. In addition to the objections, there is one major advantage to be gained by a close comparison of the photodisintegration cross section with the experimental data; an error on the cross section can be determined.

Above 10MeV and below 20MeV there is a gap in the literature regarding deuteron photodisintegration. At higher energies there has been a great deal of theoretical and experimental work. The high energy experimental work has been plagued by systematic errors, and a few groups have summarised the data by obtaining phenomenological fits. Those fits extend down to 20MeV. Below 10MeV, a simple formal theory of the \( d(\gamma,n)p \) reaction gives an adequate description of the data. In this chapter, after a discussion of the computational aspects of deuteron photodisintegration, the relevant experimental data, the formal theory, and the best phenomenological fit will be presented. It will be shown that neither the theory nor the best phenomenological fit are adequate in the \( 10 \rightarrow 20\text{MeV} \) region, and a new fit to the data will be carried out. An estimate of the error on the cross section will be made. Finally, a crude angular distribution will be deduced for SNOMAN.
Figure 5.1: The photodisintegration inverse mean free path (IMFP) is never more than 0.6% of the standard $\gamma$ interaction IMFP. The inverse mean free path, $x$, is defined as $1/x = \sum n\sigma$, where the sum is over all the nuclides in the medium through which the $\gamma$-ray is passing, $n$ is the number density of each nuclide, and $\sigma$ is the interaction cross section.
5.2 Computational Aspects of the Photodisintegration Model

Within the SNOMAN program, the propagation of electrons, positrons, and $\gamma$-rays is undertaken by the EGS4 (Electron Gamma Shower) code. The authors of SNOMAN are not the authors of EGS4. The requirements that the EGS4 code must satisfy as a part of the SNOMAN program and the extent to which EGS4 meets those requirements have been evaluated by Lay [63]. A concise summary of the methods used by EGS4 in modelling the physical processes that occur during particle propagation has been given by Lay [63], and a full description is available directly from the EGS4 manual [65].

A central part of the EGS4 particle propagation code is the calculation of the mean step length between interactions. The mean free path is used to calculate the distance to the next interaction by sampling from an exponential distribution (see Appendix C). For a $\gamma$-ray, the calculation of the mean free path is particularly simple, because $\gamma$-rays do not suffer continuous energy loss like charged particles such as electrons. The $\gamma$-ray mean free path between discrete interactions is:

$$\frac{1}{\bar{x}} = \sum_i n_i \sum_j \sigma_{ij}(E_{\gamma}) ,$$

where $\lambda = 1/\bar{x}$ is the interaction probability per unit length, $\bar{x}$ is the mean free path between interactions, $n_i$ is the number density of the $i$th nuclide, $\sigma_{ij}$ is the cross section for the $j$th interaction with the $i$th nuclide, and $E_{\gamma}$ is the energy of the $\gamma$-ray being propagated. The summation over $i$ in Equation 5.1 indicates summation over all the nuclear species in the medium through which the $\gamma$-ray is being propagated, while the summation over $j$ is over all the interactions known to the EGS4 code between the $i$th nuclear species and the $\gamma$-ray of energy $E_{\gamma}$.

EGS4 models the photoelectric effect, Compton scattering, pair production, and coherent Rayleigh scattering for $\gamma$-ray propagation. It does not model deuteron photodisintegration. As a result of the EGS4 code ignoring the photodisintegration reaction, propagation of a $\gamma$-ray through D$_2$O is incorrectly carried out on two counts:

1. The mean interaction length is overestimated.
2. The photodisintegration interaction never occurs.

Both of these errors can be eliminated.

5.2.1 Modifying the EGS4 Code

The EGS4 code is provided with two external links to the routines HOWFAR and AUSGAB, which must be written by the user. HOWFAR is used by EGS4 to allow the user to specify the geometry of the detector. AUSGAB is used to provide the user's code with a scoring or recording mechanism. An important aspect of the use the two external link routines is that the EGS4 code need not be directly modified for use in modelling different experiments. This makes worldwide support of the EGS4 code much easier for its authors, and it provides its users with a limited guarantee of workmanship. This limited guarantee is not only reliant upon the efforts of the authors of EGS4 in testing the package, but upon the hours of CPU time expended by users of EGS4 around the world, and their subsequent bug reports. Any modification to the EGS4 program that alters the physics it is attempting to model risks introducing an error into the code, and thus reduces confidence in its ability to correctly model particle propagation. No modifications can be attempted without an extensive verification procedure taking place, a point which will be made more forcefully in Chapter 7. In modifying the SNOMAN program to take account of deuteron photodisintegration, it is therefore necessary that no change is made to the EGS4 code.

When it was first proposed that SNOMAN be modified to include deuteron photodisintegration, it was thought that either EGS4 would have to be modified, or that the inclusion of photodisintegration in SNOMAN would be approximate. This was thought to be true because without any code to account for the photodisintegration process in EGS4, neither EGS4 nor SNOMAN would be able calculate the $\gamma$-ray step length correctly. This is not the case. This author has shown that if EGS4 samples a step length, $x_{\text{EGS4}}$, based upon the mean free path of Equation 5.1 but without the inclusion of the photodisintegration cross section, and a second step length, $x_{\text{PD}}$, is sampled using the photodisintegration mean free path $1/n_4 \sigma_{\text{PD}}$, then choosing the interaction and propagation distance associated with the shorter of the two step lengths is analytically equivalent to calculating a single step length based upon the mean free path of Equation 5.1, but with photodisintegration included. The proof of this statement is contained in Appendix C. This is important because it means that photodisintegration can be taken into account correctly without any modification to the EGS4 code.
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5.2.2 HOWFAR and AUSGAB

EGS4 calls HOWFAR specifying the current particle’s position, direction and the type of media the particle is being propagated through, as well as the length of the step that the particle is about to take. HOWFAR must be able to determine if the particle will enter a different medium from the current one during the course of the impending step. If this is the case, HOWFAR must override the step length specified by EGS4 with the (shorter) distance to the next boundary along the particle’s trajectory, and specify the medium the particle is about to enter. It is in this way that EGS4 takes account of the geometry of a problem. In extreme circumstances, such as a region of no importance to the Monte Carlo, HOWFAR can tell the EGS4 code to forget about a particle altogether by setting a discard flag.

After each step, AUSGAB (German, meaning output) is called with information that gives details about the particle's current state, which the user may have decided to record or ignore. AUSGAB is commonly used to record the particular details of a particle history that the user of EGS4 requires. AUSGAB has no means of discarding a particle, and hence is not useful for the purpose at hand.

The constraint imposed by the need not to modify the EGS4 program, the description of the HOWFAR routine, and the proof of Appendix C imply that a change to the HOWFAR routine can be made that will allow SNOMAN to correctly include the photodisintegration process in γ-ray propagation. To do so, FORTRAN code equivalent to the following pseudocode must be inserted into HOWFAR;

- If the particle being propagated is a γ-ray in D2O and \( E_\gamma > 2.2259 \text{MeV} \), then;
  - Calculate the photodisintegration cross section \( \sigma_{PD}(E_\gamma) \).
  - Sample a photodisintegration step length \( x_{PD} \).
  - If \( x_{PD} < x_{EGS4} \) then;
    - Signal EGS4 to discard the γ-ray (set IDISC = 1).
    - Simulate a photodisintegration reaction a distance \( x_{PD} \) from the current position in the direction of travel of the γ-ray.
  - Endif
- Endif

where \( x_{PD} = 1/\mu_\gamma \sigma_{PD} \) and \( x_{EGS4} \) is the step length calculated in EGS4 and provided to the HOWFAR routine. The code, once inserted into HOWFAR, will be called before each step taken by a particle propagated in EGS4. This is exactly what is required. It should be noted that 2.2259 MeV is the photodisintegration energy threshold in the laboratory frame.

The calculation of the photodisintegration cross section itself is based upon a model that will be discussed for the remainder of this chapter. An extended discussion of the step length probability distribution function and sampling methods with which a step length is generated can be found in Appendix C. It is worth emphasising that the algorithm given above allows an exact simulation of the γ-ray mean free path, at least in principle.

In addition to the logic presented above, a switch has been added to the SNOMAN code to allow the user to deactivate deuteron photodisintegration. It is anticipated that this physical impossibility may prove to be a useful computational device.

5.3 Discussion of the Formal Theory of Deuteron Photodisintegration at Low Energies

In Appendix D a simple theory of deuteron photodisintegration via the electric dipole interaction is given. In deriving the cross section, it is assumed that the incident γ-ray is of sufficiently low energy that the details of the nuclear wavefunction within the nucleus are unimportant because the γ-ray interacts mainly with the long range part of that wavefunction. As a result, the theory is expected to be valid only at low energies. In fact the divergence from the experimental cross section of the theoretical photodisintegration cross section, \( \sigma_{PD} (= \sigma_{E1} + \sigma_{M1}) \), occurs above \( \sim 10 \text{MeV} \). The electric dipole cross section is;

\[
\sigma_{E1} = \frac{8\pi}{3} \frac{e^2}{\alpha^2} \frac{(\gamma - 1)^{3/2}}{\gamma^2 (1 - \alpha \gamma)} \quad \text{(Appendix D)},
\]

where \( \alpha = \sqrt{M\epsilon} \) and \( \gamma = \omega/\epsilon \) and where \( \epsilon \) is the charge on the electron, \( M \) is the average nucleon mass, \( \epsilon \) is the binding energy of the deuteron, \( \omega \) is the incident photon energy, and \( r_1 \) is the n-p triplet effective range. Note that the formula of Equation 5.2 is model independent, as it contains only experimental observables. This means that it is independent of any assumption made about the form of the potential used to derive it.
In addition to the electric dipole cross section, there is also a contribution from magnetic dipole effects. This contribution is small, but near the photodisintegration threshold its inclusion is critical. The derivation of the magnetic dipole cross section is more involved than that of the electric dipole cross section. The resulting expression, found in Bethe and Longmire [68], is

\[ \sigma_{M1} = \frac{2\pi}{3} \frac{e^2}{M^2} \frac{(\mu_p - \mu_n)^2}{k^2 + \alpha^2} \frac{k_0}{k^2 + \alpha^2} \times (1 - \alpha a_s + \frac{1}{4} \alpha a_s r_s + r_t) a_s^2 - \frac{3}{4} \alpha a_s (r_s - r_t) k^2)^2 \frac{1}{(1 + k^2 \alpha^2)(1 - \alpha r_t)}, \]  

where the definitions of Equation 5.2 still apply, and in addition, \( \mu_p \) and \( \mu_n \) are the magnetic moments of the proton and the neutron respectively, and \( k \) is the final state nucleon relative momentum, \( k = \sqrt{M(\omega - \epsilon)}. \) \( a_s \) is the np singlet scattering length, \( r_s \) is the np singlet effective range, and \( r_t \) is again the np triplet effective range.

The last factor in Equation 5.3 corrects for finite size effects. Once again, this formula is model independent, containing only experimental observables. The only critical assumption made in the derivation of the expression for \( \sigma_{M1} \) is the absence of meson exchange contributions to the magnetic moment of the deuteron. In their absence, the magnetic moment operator in deuteron photodisintegration is the sum of the spin magnetic moments of the two free nucleons. This is thought to be the cause of a \( \sim 10\% \) discrepancy between the \( \sigma_{M1} \) given in Equation 5.3 and the experimental data. This point was made by Austern [72], and then again by Austern and Rost [73] and a detailed discussion presented by Noyes [74], where the discrepancy is estimated to be \( 9.5\% \pm 1.2\% \). Blatt and Weiskopf also present an analysis of deuteron photodisintegration [70]. There are no meson exchange contributions to the electric dipole operators [71][87].

There are no significant contributions to the photodisintegration cross section from higher electric or magnetic multipoles at the low energies (< 20MeV) considered here. For example, the electric quadrupole contribution to the \( d(\gamma,n)p \) cross section is \( \sim 2\mu_b \) above threshold and below 20MeV, while the magnetic quadrupole contribution is less than \( 1\mu_b \) in the same range [79]. This compares with a total \( d(\gamma,n)p \) cross section of greater than 500\( \mu_b \) in the energy range 2.5MeV \( \leq E_\gamma \leq 20 \) MeV (see Figure 5.5).

The errors on the cross sections of Equations 5.2 and 5.3 near threshold are calculated in Appendix D and are 0.2% and of the order of 0.1%, respectively. While the random error on \( \sigma_{M1} \) is not explicitly calculated at the threshold for photodisintegration, it is clear that its magnitude is small compared with that arising from the neglect of the exchange contributions to the \( \sigma_{M1} \) cross section, whose magnitude is \( \pm \sim 1.2\% \). In other words, it has been established that near the threshold for photodisintegration the random error on the cross section \( \sigma_{PD} = \sigma_{E1} + \sigma_{M1} \) is negligible compared with the error arising from the correction to \( \sigma_{M1} \) for exchange effects. As the energy rises, the error on \( \sigma_{PD}(E_\gamma) \) becomes dominated by the random error on the electric dipole cross section, as the rate for the magnetic dipole transition becomes small compared with the rate for the electric dipole transition. This estimate of the error at the threshold for photodisintegration will prove useful later in this chapter.

### 5.4 Deuteron Photodisintegration at Intermediate Energies

It is the purpose of this section to provide evidence showing that the simplistic theory described earlier cannot be extended to cover the intermediate energy range between 10 and 20MeV. The best phenomenological fit, which is useful in describing data covering a broad energy range, from \( \sim 20 \rightarrow 440 \) MeV, shall be shown to lack the precision desired here in its description of data at \( \sim 20 \) MeV.

#### 5.4.1 Expression of Experimental Results

A brief discussion of the presentation of the phenomenological functions and the experimental data follows. The photodisintegration cross section has been the subject of a great deal of experimental and theoretical work. The general formalism can be presented using the standard procedures of relativistic quantum mechanics. Evaluation of the matrix element then proceeds in a model dependent way, details of which may be found in Arenhövel and Sanzone [69, Chapter 4]. However, it is possible to derive a model independent expression (again Arenhövel and Sanzone [69, Section 3.5]) for the partial differential cross section, showing that

\[ \frac{d\sigma(E_\gamma, \theta)}{d\Omega} = \sum_{n=0}^{\infty} A_n P_n(\cos\theta), \]  
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where $A_n$ is the coefficient of the $n$th Legendre polynomial $P_n(\cos \theta)$. This expression is arrived at using a multipole decomposition of the transition amplitude, and applies to a photon beam incident on an unpolarised deuteron target. Equation 5.4 is particularly important because it allows the determination of the coefficients $A_n$ of the Legendre polynomials $P_n(\cos \theta)$ independently of one another. This is because the Legendre polynomials form an orthogonal set of functions. The $A_n$ may be determined from expressions of the form

$$A_n(E_\gamma) = \frac{2n+1}{2} \int_{-1}^{1} \frac{d\sigma(E_\gamma, \theta)}{d\Omega} P_n(\cos \theta) d(\cos \theta). \quad (5.5)$$

This point about the independent determination of the Legendre coefficients is worth re-expressing; the values of the coefficients are independent of the truncation of the series that is used to represent the cross section of Equation 5.4. Another corollary of the expansion given in Equation 5.4 is the simple deduction

$$\sigma_{PD}(E_\gamma) = 4\pi A_0(E_\gamma), \quad (5.6)$$

which demonstrates the importance of the $A_0$ coefficient. All modern experiments and all review papers present their results in a form compatible with the Legendre polynomial expansion. However, many older experimental results are presented in the form of alternative angular decompositions, the most common of which is

$$\sigma_{PD}(E_\gamma) = a + b(\sin \theta)^2 + c \cos \theta + d(\sin \theta)^2 \cos \theta + e(\sin \theta)^4. \quad (5.7)$$

The coefficients of this expansion are not independent of one another - their values can be altered by the use of an extended or truncated series. Older results of this type can be translated into the modern format using a number of simple relations, which follow:

$$A_0 = a + \frac{2}{3} b + \frac{56}{105} e, \quad (5.8)$$
$$A_1 = c + \frac{2}{5} d, \quad (5.9)$$
$$A_2 = -\frac{2}{3} b - \frac{16}{21} e, \quad (5.10)$$
$$A_3 = -\frac{2}{5} d, \quad (5.11)$$
$$A_4 = \frac{8}{35} e. \quad (5.12)$$

These relations have been used to allow the use of older results and their errors together with those presented in the modern format.

The explicit parameterisation of the photodisintegration cross section used to obtain phenomenological fits to experimental data is given in the form of the zero order Legendre polynomial coefficient:

$$A_0(E_\gamma) = C_1 e^{C_2 E_\gamma} + C_3 e^{C_4 E_\gamma} + \frac{C_5 + C_6 E_\gamma}{1 + C_7 (E_\gamma - C_7)^2}. \quad (5.13)$$

The zero order coefficient is related to the total cross section by the expression in Equation 5.6.

### 5.4.2 Experimental Results

Several papers exist which collect the available experimental results and present them in the form of a phenomenological fitted function. The most comprehensive of these is the paper by Rossi et al. [78], which, because it is the most recent, has access to the latest data. A point stressed in [78] is the great difficulty of comparing results from different experiments because of the sizeable systematic errors that their results suffer from. By utilising results from several different experiments, each of which will suffer from different systematics, it is hoped that the overall effect of any individual experiment’s systematic error will be greatly reduced. The experimental papers cited in the papers of De Pascale et al. [76], Thorlacius and Fearing [75], De Santis et al. [77] and Rossi et al. were used to provide data points below about 30 MeV for a simple comparison with the theoretical and phenomenological cross sections. The results are displayed in Figures 5.2, 5.3 and 5.4.

It is immediately clear that neither the theoretical cross section nor the phenomenological cross section of Rossi et al. [78] is in especially good agreement with the experimental data in the $10 \rightarrow 25$ MeV region.
Figure 5.2: Effective range theory overestimates $A_0$ in the $10 \rightarrow 30$MeV region. $1\sigma$ errors are given for the experimental data.

Figure 5.3: Rossi et al. overestimate $A_0$ at 25MeV, and had no intention of accounting for threshold effects. $1\sigma$ errors are given for the experimental data.

It is not surprising that the low-energy theoretical cross section is wrong (and increasingly so) above about 10MeV; however, the comparison with experimental data indicates that the fit of Rossi et al. is also suspect in the 25MeV region. This is surprising because in Rossi et al. [78], the phenomenological fit is said to be valid between 20 and 440MeV. Despite this, it is felt necessary due to the disparity between experimental data and the theoretical and phenomenological results in the region of interest, to seek a better fit to the data, disregarding the work of Rossi et al. at the upper end of the $10 \rightarrow 25$MeV energy region.

Six experiments contribute data in the energy region from 20 to 30MeV, and because of this, it is clear that the trend for overestimating the experimental results by the phenomenological fit of Rossi et al. cannot be eliminated simply by supposing that just one of these experiments contains a large systematic error in its estimation of the photodisintegration cross section. A further compelling reason
Figure 5.4: A detail of the fit of Rossi et al. showing its weakness in the 25MeV region. 1σ errors are given for the experimental data.

for distrust of the work of Rossi et al. near 25MeV is the nature of the fitting process: in making the phenomenological fit, data has been used covering a very large energy range (20 → 440MeV), and much of it is at intermediate energies (100 → 225MeV). The phenomenological function's dependence on its free parameters is not that required for a perfect fit to data in the low energy regions (below about 30MeV) where theoretical analysis indicates a very different line shape than that assumed for the fit. The combined effect of extending the phenomenological fit too far, and the relative paucity of data at the low energy edge results in the fit being 'pulled' away from data in this region. Such an argument applies to some degree to almost any part of the phenomenological fit, and Rossi et al. make the point that while their phenomenological fit may be useful in providing an overall shape for the cross section and in eliminating some of the effects of systematic error, at any single energy the best estimate of the overall cross section comes from experimental data points alone. Naturally, a fit should be used or disregarded based on the specific requirements of a particular application. In SNOMAN, special attention must be paid to low energies, and that is why the phenomenological fit of Rossi et al. has been found wanting. Note, however, that the fit of Rossi et al. does fit the data rather better at 30MeV than it does at 20MeV, and will be used to compare to the fit that follows at this higher energy, and to extend the photodisintegration model up to 440MeV.

5.5 Experimental Data and Phenomenological Fitting

It is intended that a phenomenological modification be made to the cross section provided in Section 5.3 to better model the photodisintegration cross section in the energy range from 10 → 25MeV. Earlier in this chapter, the expected weaknesses of the cross section given in Section 5.3 were discussed, and an estimate was obtained for the likely error associated with that cross section at very low energies. In the light of these results, the following functional forms were considered:

\[
\sigma_C = \sigma_{PD} \left( 1 + Ae^{Br} \right), \quad \text{and} \\
\sigma_C = \sigma_{PD} \left( 1 + \sum_{n=1}^{m} a_n x^n \right), \quad \text{and} \\
\sigma_C = \sigma_{PD} \sum_{n=0}^{m} a_n x^n,
\]

where \( \sigma_C \) and \( \sigma_{PD} \) refer to the corrected and theoretical cross sections respectively, and \( x = E - E_0 \), \( E_0 \) being threshold energy. All energies have been taken in the centre of momentum. The principal form
Table 5.1: The results of fitting the functional modification \(\sum_{n=0}^{m} a_n x^n\) to the experimental data.

<table>
<thead>
<tr>
<th>(m)</th>
<th>(\chi^2)</th>
<th>(\nu)</th>
<th>(P(\chi^2))</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>76.4</td>
<td>70</td>
<td>28%</td>
<td>0.7%</td>
</tr>
<tr>
<td>3</td>
<td>76.3</td>
<td>69</td>
<td>25%</td>
<td>0.3%</td>
</tr>
<tr>
<td>4</td>
<td>64.2</td>
<td>68</td>
<td>61%</td>
<td>5%</td>
</tr>
<tr>
<td>5</td>
<td>63.9</td>
<td>67</td>
<td>58%</td>
<td>5.2%</td>
</tr>
<tr>
<td>6</td>
<td>60.6</td>
<td>66</td>
<td>66%</td>
<td>2.9%</td>
</tr>
<tr>
<td>7</td>
<td>60.1</td>
<td>65</td>
<td>65%</td>
<td>3.8%</td>
</tr>
<tr>
<td>8</td>
<td>59.8</td>
<td>64</td>
<td>62%</td>
<td>3.7%</td>
</tr>
<tr>
<td>9</td>
<td>59.1</td>
<td>63</td>
<td>61%</td>
<td>3.9%</td>
</tr>
</tbody>
</table>

of the proposed fitting functions of Equations 5.14 and 5.15 is \(\sigma_{PD}(1 + \cdots)\). This reflects the known accuracy of the simple theory for \(\sigma_{PD}\) at low energies, and increasing inaccuracy thereafter. The function of Equation 5.14 was thought to be able to provide just such behaviour. However, it may be dismissed immediately on the grounds that it provides a very poor fit to the data \((\chi^2 \approx 3\) per degree of freedom). Such a poor fit results from the particular dependence of the fitting function on the \(x\) variable.

The second function, that of Equation 5.15, appeared to fit the data quite well as \(m\) was increased through the range \(3 \rightarrow 7\). However, there was one serious objection to the resulting fitted function. Looking at Figure 5.2, there is only one data point in the region near 4.4MeV, near the peak of the photodisintegration cross section. While the data point is significantly below the theoretical curve, it has a sufficiently large error to render the data point not inconsistent with the simple theoretical cross section. The objection to the second proposed function is that as the number of parameters is increased from \(3 \rightarrow 7\), which results in ever improving fits to the the experimental data, the corrected curve passes closer and closer to the single experimental point at 4.4MeV. Under normal circumstances, this is just what would be required of a fitted function. However, in this case, auxiliary information exists that requires the fitted function to approach the simple theoretical cross section as the interaction energy is reduced toward the photodisintegration threshold. The fitted behaviour of the function of Equation 5.15 is directly contrary to this requirement. As a result the second proposal for a fitted function, Equation 5.15, must also be rejected.

The failures of the functions presented above lead to the relaxation of the requirement that the fitting function take the general form \(\sigma_{PD}(1 + \cdots)\). The result is the function displayed in Equation 5.16. This proposal was not expected to satisfy the principal demand made of it, that of approaching the simple theoretical cross section as the energy of the incident photon is reduced. However, the earlier work presented in this chapter on the error associated with the simple theoretical cross section, \(\sigma_{PD}\), allows for a small deviation from the expected cross section even at the lowest energies, of up to \(\pm\)1.2%. It is found that this third function of Equation 5.16 does in fact fit the data as well as the previous proposed function of Equation 5.15, without necessarily falling foul of the same objection, provided a difference between the fitted function and \(\sigma_{PD}\) is allowed in accordance with the evaluated error. Several attempts were made to fit Equation 5.16 to the experimental data points, each differing in the choice of the number of terms used in constructing the polynomial series. The results are set out in Table 5.1.

In the table, \(m\) indicates the index at which the multiplicative function \(\sum_{n=0}^{m} a_n x^n\) is truncated. The quantity \(\chi^2\) takes its usual meaning, and \(\nu\) is the number of degrees of freedom associated with the fitted function and is equal to the number of points less the number of free parameters in the fit (there are 72 data points). The scale quantity is the % difference between the fitted function and the simple theoretical cross section at the threshold for deuteron photodisintegration \((1 - a_0)\). The quantity \(P(\chi^2)\) is derived from both \(\nu\) and \(\chi^2\). Its interpretation is as follows; it is the probability that a function which does genuinely describe the data would give a value of \(\chi^2\) that is as large or larger than that already obtained. On this basis, no particular truncation is either especially favoured or especially disfavoured. Once again, the auxiliary condition, that the fitted function approach the simple theoretical cross section as the incident photon energy is reduced to the photodisintegration threshold, is useful in selecting a particular multiplicative function. The application of this auxiliary condition to the problem at hand leads to the choice of the function with the smallest scale difference, all other factors being (roughly) equal. The final choice for the fitted cross section then becomes

\[
\sigma_c = \sigma_{PD} \left(a_0 + a_1 x + a_2 x^2\right).
\]
Figure 5.5: The fitted cross section for deuteron photodisintegration. Again, $1\sigma$ errors are given for the experimental data.

While this function is the least probable on the basis of the data given above in Table 5.1, it is by no means improbable, and its simplicity and small scale difference at the photodisintegration threshold, of 0.3\%, are the crucial factors in its recommendation.

The final fit to the cross section for deuteron photodisintegration is displayed in Figure 5.5. This fit encapsulates the physics used in the derivation of the photodisintegration cross section from the simple theory leading to $\sigma_{PD}$. The physical assumptions made are expected to be entirely accurate at low energies, near the threshold, and here the multiplicative correction modifies the cross section by only 0.3\%, well within error arising from the neglect of exchange effects, estimated at ±1.2\%. Away from the threshold, the assumptions made in the derivation decrease in validity, and the accuracy with which the cross section describes the experimental data suffers. It is here that the multiplicative polynomial has the freedom to correct the photodisintegration cross section in accordance with the data. The result is a function which models the available experimental data very well over the full energy range from 0 → 25MeV. This is a direct result of the theoretical input to the fitting procedure. Without such input, it is all too easy to obtain a physically far less justifiable fit to the data which is systematically wrong by up to 5% over the energy range already mentioned. Such a fit may even appear to have a more impressive statistical 'justification'.

The error on the corrected cross section shall be discussed shortly. The final fit includes a linear transition between the modified theoretical function and the phenomenological fit of Rossi et al. between 25 and 35MeV. Such a linear transition is possible because the fitted cross section approaches the phenomenological cross section of Rossi et al. above 20MeV. This was not sought during the fitting procedure, and serves to confirm the validity of the result.

All the fitting in this section was completed using algorithms presented in 'Numerical Recipes', [80]. Particularly heavy use was made of the single value decomposition method for a general linear least squares fit, applicable here as the fitted function is linear in its free parameters.

5.5.1 The Error on the Proposed Fit

The error associated with the fitted function has a statistical and a systematic component. The statistical component which dominates over most of the 0 → 25MeV energy range can be derived from the errors on the parameters $a_n$ as follows

$$V \left( \frac{\sigma_C}{\sigma_{PD}} \right) = V(a_0) + V(a_1)x^2 + V(a_2)x^4$$
$$+ 2V(a_0, a_1)x + 2V(a_0, a_2)x^2 + 2V(a_2, a_3)x^3, \quad (5.18)$$
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where \( V(a_n) \) is the variance of the \( n \)th parameter, and \( V(a_n, a_m) \) is the covariance between the \( n \)th and \( m \)th parameters. In addition to this, a Monte Carlo estimate of the statistical error associated with the fitting function was also prepared. To obtain the Monte Carlo estimate, it was assumed that the each data point was drawn from a Gaussian distribution whose mean was represented by that data point and whose standard deviation was consistent with the error on that point. Several thousand data sets were generated at random using these assumptions. A best fit function was then generated for each data set, in the same way as the best fit function was calculated for the actual data set. The error was estimated at representative values of the variable \( x \), defined above, by finding the upper and lower limits within which 68% (representing one standard deviation) of all the fitted functions lay at that value of \( x \).

The Monte Carlo estimation of error on the fitted curve was originally employed because in fitting the function of Equation 5.15 with \( m = 6 \), it was noted that the \( \chi^2 \) function was not parabolic in its parameter space, as it would be if the data points were drawn from a Gaussian distribution. This rendered the variances and covariances on the parameters of the fit unreliable, and the Monte Carlo method was proposed as a mechanism whereby direct calculation of the variances and covariances of the parameters could be avoided whilst still resulting in an estimate of the error on the overall fit. The final fitted function of Equation 5.17 does not appear to have sufficient sensitivity to suffer from the same problems as that of Equation 5.15, \( m = 6 \), and hence the Monte Carlo method of error estimation merely serves as a further check on the validity of the error estimate derived from Equation 5.18.

In fact, the two methods of error estimation agree extremely well, both in determining the overall shape and the absolute magnitude of the statistical error. Effectively, they serve to confirm one another. The statistical error on the final fit to the cross section for deuteron photodisintegration is displayed in Figure 5.6. It is typically \( \sim 1\% \), up to about 25 MeV, increasing to 3.5% at 35 MeV. The increase in the error associated with the multiplicative polynomial at the upper end of the fitted energy region (30 MeV) results from the greater uncertainty in the magnitude of the higher terms (\( x E, E^2 \)) arising from the uncertainty in the values of their coefficients. For comparison with the data presented in Figure 5.6, the error on the fit of Rossi et al. between 20 and 30 MeV is approximately 0.2 \( \mu \text{b/sr} \), or \( \sim 0.5\% \). The data provided in Figure 5.4 shows these errors to be slightly optimistic, and once again the reason for the small magnitude of the errors lies in the use of the particular functional form adopted by Rossi et al. The fact that at low energies it has not been provided with sufficient freedom to account for the behaviour of the photodisintegration cross section has already been discussed. By the same token the fit must fail to account for the error on that cross section, except possibly by chance. Once again it should be noted that the fit of Rossi et al. is much better at 30 MeV than it is at 20 MeV.

The systematic error on the new fit dominates the statistical error in the range 18 \( \rightarrow \) 25 MeV. This error exists because it is clear that in that region there are two large data sets whose results differ only in normalisation, and because the systematic error on the data points of those data sets has been underestimated. The best estimate of the systematic error on the fit in the region where these data sets lie is the average percentage difference between the data sets. The systematic error is estimated to be \( \sim 10\% \). In considering this error, it is important to remember that is cannot be treated as a 1\( \sigma \) Gaussian error.

### 5.6 The Angular Distribution of the Deuteron Photodisintegration Interaction

The simple theory of deuteron photodisintegration described earlier makes a definite prediction regarding the angular distribution of the products of deuteron photodisintegration, which is

\[
\frac{d\sigma_{PD}}{d\Omega} = a + b\sin^2\theta, \tag{5.19}
\]

where \( \sigma_{PD}, a, \) and \( b \) are functions of the incident photon energy \( E_\gamma \), and where \( a \) and \( b \) are related to the photoelectric and photomagnetic cross sections by the equations

\[
\sigma_{PD} = 4\pi a + \frac{8\pi}{3} b \tag{5.20}
\]

\[
= \sigma_{M1} + \sigma_{E1}. \tag{5.21}
\]

and to the Legendre polynomial coefficients \( A_0 \) and \( A_2 \) by
Figure 5.6: The estimated error on the fit to the cross section. Below 25MeV it is always less than 2%. Above 25MeV, the fit of Rossi et al. begins to take over, and the error displayed in this figure becomes irrelevant.

\[
A_0 = a + \frac{2}{3}b, \\
A_2 = -\frac{2}{3}b. 
\]

While the simple theory that was described earlier gives quite a good description of the deuteron photodisintegration cross section at low energies, it does not provide the same accuracy in its prescription for the angular distribution, or differential cross section. Note that the total cross section is dependent only on \(A_0\) as shown in Equation 5.6, and that the angular distribution of the emitted neutron with respect to the incident \(\gamma\)-ray is not important in SNO, where it will be washed out by the many nearly isotropic scatterings a neutron will experience before capture. The angular distribution is included here and in the SNOMAN Monte Carlo simulation for completeness.

If the formula in Equation 5.19 were correct, a very accurate description of the experimental data could be achieved using a Legendre series of the form of Equation 5.4 where only \(A_0\) and \(A_2\) differed significantly from zero. This is not the case. However, the coefficients \(A_0\) and \(A_2\) are the principal components involved in the expansion, as they are the largest by a factor of about 10. It follows that they are also the easiest to deduce from experimental data, and therefore more data is available, to a higher accuracy, with which to study the energy dependence of these components, than is available for the study of the coefficients \(A_1\), \(A_3\), and \(A_4\). It is the accuracy of the experimental results associated with the smaller coefficients that restricts the accuracy to which the angular distribution of the products of the photodisintegration interaction may be determined. The data is presented in Figure 5.7.

From the data presented, it is clear that an overall accuracy of a few \(\mu\)b/sr is all that can be achieved, and that it is pointless to expend a great deal of effort in producing anything more than an approximate angular distribution. This is particularly true near the threshold energy, where there is no experimental data available at all for the coefficients \(A_1\), \(A_3\), and \(A_4\). What then, is the magnitude of these coefficients near threshold? The answer to this question is that it is generally accepted that the expansion of Equation 5.19 does give a reasonable description of the experimental data, and therefore any additional terms must be small. Consequently it is only considered necessary to determine the principal components of the angular distribution. This will result in an error in the differential cross section whose magnitude is \(\sim 10 \rightarrow 15\mu\)b/sr. This should be compared to a typical magnitude of the principal components \(A_0\) and \(A_2\) of approximately 100 \(\rightarrow 200\mu\)b/sr at energies between 2 and 10MeV. The coefficient \(A_0\) was the subject of the earlier part of this chapter. The procedure for fitting \(A_2\) is identical to that for fitting \(A_0\), and shall not be repeated here. The only significant point to be made about the fit to \(A_2\) is that it was very much poorer than that for \(A_0\) (giving \(\chi^2 \sim 3\) per point). This was not because any individual data
Figure 5.7: There is no data for $A_1$ near the threshold energy, and what there is is somewhat indiscriminate. $A_2$ has the same approximate shape as the overall cross section, but its magnitude is reduced by about $2/3$. Both $A_3$ and $A_4$ suffer from large errors. 1σ errors are given for all the experimental data.

point could not be fitted, rather, all the points contribute to the poor fit. This was because the errors on each point are small relative to the difference in magnitude between neighbouring pairs of points. This results in the fitted smooth curve passing far from either point in such a pair, where far from a point here means outside the 1σ error margin of that point. This is because the errors on the coefficient $A_2$ have been generally underestimated. This is not surprising when the history of measurement of the deuteron photodisintegration interaction is considered - Rossi et al. refer to a factor of 2 discrepancy between experimental results at higher energies (approximately 100 → 200MeV) that remained unresolved until as late as 1985. Note that the fact that the fit to $A_2$ was poor is of little significance when the magnitude of the difference between the fitted function and data is considered - that magnitude is small compared to the magnitude of the coefficients $A_1$, $A_3$ and $A_4$, which have been ignored.

The fit to $A_2$ is presented in Figure 5.8. Once again, the figure shows a smooth transition at about 18MeV between the modified theoretical function and the phenomenological function of Rossi et al. The linear transition occurs between ~ 17 and 19MeV because the fit of Rossi et al. is entirely satisfactory at higher energies, and the magnitudes of the two functions describing the cross section agree very well at this point. No error on the angular distribution of the final state products is formally presented, but a
Figure 5.8: $A_2$ is one of the two principal components determining the angular distribution of the reaction products of photodisintegration at low energies. The other is $A_0$.

A good estimate is about $15 \mu$b/sr at the peak cross section ($\sim 4.4$MeV). This rough estimate of the error on $A_2$ is all that is necessary since a rough determination of the angular distribution is all that is possible, and because $A_2$ does not contribute to the total interaction cross section.

5.7 Conclusions

It is important to model the deuteron photodisintegration interaction in the SNOMAN program because photodisintegration is the principle background to neutral current events. The change to the $\gamma$-ray interaction cross section can be made to SNOMAN without modifying the EGS4 code which calculates that cross section, and without introducing any approximations.

The photodisintegration model used relies on both theoretically and experimentally derived cross sections (phenomenological cross sections), neither of which fit the data at intermediate energies between 10 and 25MeV particularly well. It is possible to fit the available experimental data rather better between 0 and 25MeV by modifying the theoretical cross section by a multiplicative correction. The form of the multiplicative function has been chosen so that it is in accordance with the physical assumptions underlying the simple theoretical cross section of Appendix D. The error on the fitted cross section is dominated by statistical uncertainties of the order of 1% below 18MeV and by a systematic error of the order of 10% between 18MeV and 25MeV. The fit and its error are the principal results of this chapter.

To complete the low energy photodisintegration model, the angular distribution of the reaction products has been provided. Due to the paucity of data near the interaction threshold only an approximate distribution is justified below about 25MeV. The angular distribution is not critical to simulations of the SNO detector.

Finally, a smooth transition is made between the low energy model of photodisintegration derived here and the best available phenomenological fit, that of Rossi et al. [78], which describes both the interaction cross section and the angular distribution of the products up to 440MeV.
Chapter 6

Neutron Interactions In The SNO Detector

6.1 Introduction

The purpose of this chapter is to describe all the basic neutron physics that will occur within the SNO detector. This physics sets the requirements for the neutron transport code that will be used in the Monte Carlo analysis of the performance of the experiment in subsequent chapters.

Neutrons in the SNO experiment have a maximum energy of 17.33MeV (the maximum energy of neutrons emitted from hep neutrino neutral current interactions), however the flux of hep neutrinos is exceedingly small, and $^8$B neutrinos are the majority of neutrinos detected in SNO. The spectrum of neutrons emitted from the NC interaction falls away rapidly above threshold, and has a mean of $\sim 200\text{keV}$. The NC neutron spectrum is shown in Figure 6.1. In practice, the highest energy neutron source within the SNO detector is the $^{252}$Cf calibration source, which commonly emits neutrons with energies of 1MeV, and whose spectrum extends to $\sim 5\text{MeV}$. All discussion of neutron interactions will be confined to energies in the range $0 \to 20\text{MeV}$, with the understanding that interactions that have thresholds much above 1MeV will be rare in the SNO detector.

Readers who are already familiar with the variety and magnitude of neutron-nucleus interactions at thermal and few MeV energies are invited to proceed directly to the next chapter. The situation as regards thermal neutron transport through the SNO detector is summarised in Tables 6.1/6.2.

6.2 Neutron Interactions Below 20MeV

Neutrons are involved in two general classes of interaction. These are 1; discrete nuclear reactions and 2; the interaction between the magnetic moment of the neutron and those of the electrons of the target atom. A third class, involving the interaction between the magnetic moment of the neutron and the magnetic fields of electrons and nuclei can be neglected in comparison to the contributions from the first two effects [98]. The media in SNO are non-magnetic media, and as a result the only interactions that need to be considered are discrete interactions with nuclei. The principle nuclear interactions in SNO, for neutrons with energies below 20MeV, are:

1. elastic scattering (elastic in the centre of momentum);
2. $(n,\gamma)$ capture;
3. $(n,p)$, $(n,d)$, $(n,t)$, $(n,^3\text{He})$ and $(n,\alpha)$ capture;
4. inelastic scattering of the form $X(n,n')X'$, leaving the struck nucleus in an excited state, later to decay by $\gamma$-ray emission; and,
5. the $(n,2n)$ reaction, in particular $d(n,2n)p$.

The $(n,\gamma)$ reaction has been listed separately from the other capture mechanisms because it is the only significant reaction that can produce a signature above a 60 NHIT threshold in the SNO detector (the $(n,n'\gamma)$ reactions are infrequent, and their energies are generally too low to breach a 60 NHIT threshold).
Figure 6.1: The NC spectrum in the SNO detector, as simulated by SNOMAN. The mean energy is approx. 200keV.

6.3 Neutron Physics

The interactions of neutrons with nuclei are either via compound or direct nuclear reactions. In a direct reaction, the energy and momentum of the incident particle are shared with a small number of particles which then escape the nucleus. Direct nuclear interactions are characterised by a number of distinct features;

1. the incident particle has a high energy;
2. the energy of the incident particle is shared among a few outgoing particles; and,
3. the angular distributions of the products of the reaction are forward peaked.

A compound nuclear interaction occurs when a nuclear transition \( A + a \rightarrow B + b \) occurs through an intermediate state \( C \);

\[
A + a \rightarrow C \rightarrow B + b , \quad (6.1)
\]
where $A$, $C$ and $B$ are the initial, intermediate and final nuclei respectively, $a$ is the incident particle and $b$ is the emitted particle. Compound nucleus reactions have the following characteristic features;

1. the momentum and energy of the incident particle are shared among all the nucleons in the target;

2. the relative probability for the decay of an intermediate nucleus into a specific set of final products is independent of the means of formation of the compound nucleus; and,

3. the angular distribution of the products of the reaction is symmetric in the centre of mass.

The time scales for direct and compound reactions ($10^{-22}$s and $10^{-16} \rightarrow 10^{-18}$s respectively) are both negligible in the SNO detector and therefore a neutron-nucleus interaction may be simulated in a Monte Carlo code as a point event in time and space. For an isolated resonance of width $\Gamma$, the cross section for the formation and decay of a compound nuclear state is well described by the Breit-Wigner formula [141];

$$\sigma = \frac{\pi \lambda_0^2}{E} \left( \frac{E_0}{E} \right)^{3/2} \frac{\Gamma_{1s} \Gamma_{1s}}{(E - E_0)^2 + (\Gamma/2)^2} ,$$

where $\Gamma_{1s}$ is the partial width for the initial state, $\Gamma_{1s}$ is the partial width for decay into the final state, $\lambda_0$ is the reduced wavelength in the centre of momentum at the resonance energy $E_0$, $g$ is the spin multiplicity factor which for neutrons ($s = \frac{1}{2}$) is equal to $g = (2J+1)/(2s+1)(2J+1) = (2J+1)/2(2J+1)$, and $E$ is the energy of the incident particle in the centre of momentum. When the compound nuclear interaction is of the form $A + a \rightarrow A + a$, the shape of the resonance is not that given in 6.2 because of the interference of potential scattering with the compound process.

Well away from a resonance, the Breit-Wigner formula has a $1/\sqrt{E} \equiv 1/\nu$ dependence on the energy of the incident particle. This energy dependence characterises the capture cross section for thermal neutron reactions with light nuclei. Figure 6.2 shows the Breit-Wigner resonance for the $^6$Li(n,t)$^3$He reaction. The $1/\nu$ dependence of the cross section below resonance is clear.

### 6.4 Common Neutron Interactions in the SNO Detector

Only three media in SNO are significant for the purposes of neutron transport. This is because the $2.5\text{m}$ of $\text{H}_2\text{O}$ inside the PSUP and the $2\text{m}$ outside it will effectively absorb neutrons from the PSUP or cavity rock. The inner three media are light water, the acrylic vessel, and the heavy water. A short description of neutron transport through each of these media will be given. In what follows, where a cross section is given for a thermal neutron, it is the cross section for neutrons at $1/4$th of an eV. Thermal neutron transport is transport at or about this energy. High energy refers to neutrons with greater than $1\text{MeV}$ in energy. In SNO, transport below $1\text{MeV}$ and above thermal energies is dominated by elastic scattering. Tables 6.1, 6.2, 6.3, 6.4, and 6.5 present detailed summaries of the dominant thermal and non-thermal interactions, some of which are not included in the discussions.
<table>
<thead>
<tr>
<th>Nucleus</th>
<th>$\sigma_{n,n}$ (b)</th>
<th>$\sigma_{n,\gamma}$ (mb)</th>
<th>$X$, $\sigma_{n,X}$ (mb)</th>
<th>Loc</th>
<th>A (%)</th>
<th>$n\sigma_{n,n}$ (cm$^{-1}$)</th>
<th>$n\sigma_{n,\gamma}$ (10$^{-5}$ cm$^{-1}$)</th>
<th>$n\sigma_{n,X}$ (10$^{-5}$ cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1$H</td>
<td>20.49</td>
<td>333</td>
<td></td>
<td>LW</td>
<td>100</td>
<td>1.37</td>
<td>2220</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AV</td>
<td>100</td>
<td>0.948</td>
<td>1540</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>HW</td>
<td>0.09</td>
<td>0.001</td>
<td>1.96</td>
<td></td>
</tr>
<tr>
<td>$^2$H</td>
<td>3.39</td>
<td>0.508</td>
<td></td>
<td>HW</td>
<td>99.91</td>
<td>0.226</td>
<td>3.38</td>
<td></td>
</tr>
<tr>
<td>$^3$He</td>
<td>3.39</td>
<td>0.519</td>
<td>p, 5333b</td>
<td>CG</td>
<td>100</td>
<td>small</td>
<td>small</td>
<td>12328</td>
</tr>
<tr>
<td>$^6$Li</td>
<td>0.75</td>
<td>38.5</td>
<td>$\alpha$, 940b</td>
<td>S2</td>
<td>95</td>
<td>small</td>
<td>small</td>
<td>261</td>
</tr>
<tr>
<td>$^7$Li</td>
<td>0.97</td>
<td>45.4</td>
<td></td>
<td>S2</td>
<td>5</td>
<td>small</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>$^{12}$C</td>
<td>4.75</td>
<td>3.53</td>
<td></td>
<td>AV</td>
<td>98.9</td>
<td>0.136</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CG</td>
<td>98.9</td>
<td>small</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>$^{13}$C</td>
<td>4.19</td>
<td>1.37</td>
<td></td>
<td>AV</td>
<td>1.10</td>
<td>0.001</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>CG</td>
<td>1.10</td>
<td>small</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>$^{14}$N</td>
<td>10.05</td>
<td>75.0</td>
<td></td>
<td>S2</td>
<td>99.63</td>
<td>small</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>$^{15}$N</td>
<td>4.59</td>
<td>0.024</td>
<td></td>
<td>S2</td>
<td>0.37</td>
<td>small</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>$^{16}$O</td>
<td>3.76</td>
<td>0.190</td>
<td></td>
<td>LW</td>
<td>99.762</td>
<td>0.125</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AV</td>
<td>99.762</td>
<td>0.044</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>HW</td>
<td>99.345</td>
<td>0.124</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>$^{17}$O</td>
<td>3.61</td>
<td>0.538</td>
<td>$\alpha$, 235</td>
<td>LW</td>
<td>0.038</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AV</td>
<td>0.038</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>HW</td>
<td>0.055</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td>$^{18}$O</td>
<td>3.83</td>
<td>0.160</td>
<td></td>
<td>LW</td>
<td>0.200</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>AV</td>
<td>0.200</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>HW</td>
<td>0.600</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td>$^{19}$F</td>
<td>3.641</td>
<td>9.8</td>
<td></td>
<td>CG</td>
<td>100</td>
<td>small</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>$^{24}$Mg</td>
<td>3.74</td>
<td>51</td>
<td></td>
<td>S1</td>
<td>78.99</td>
<td>small</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>$^{25}$Mg</td>
<td>190</td>
<td></td>
<td></td>
<td>S1</td>
<td>10.00</td>
<td>small</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>$^{26}$Mg</td>
<td>2.83</td>
<td>38</td>
<td></td>
<td>S1</td>
<td>11.01</td>
<td>small</td>
<td>small</td>
<td></td>
</tr>
<tr>
<td>$^{35}$Cl</td>
<td>20.6</td>
<td>43.6b</td>
<td>p, 489</td>
<td>S1</td>
<td>75.77</td>
<td>small</td>
<td>94.8</td>
<td>1.0</td>
</tr>
<tr>
<td>$^{37}$Cl</td>
<td>1.15</td>
<td>433</td>
<td></td>
<td>S1</td>
<td>24.23</td>
<td>small</td>
<td>0.3</td>
<td></td>
</tr>
<tr>
<td>$^{58}$Ni</td>
<td>25.3</td>
<td>4.6b</td>
<td></td>
<td>NCD</td>
<td>68.27</td>
<td>1.59</td>
<td>0.289</td>
<td></td>
</tr>
<tr>
<td>$^{59}$Ni</td>
<td>0.98</td>
<td>2.9b</td>
<td></td>
<td>NCD</td>
<td>26.10</td>
<td>0.02</td>
<td>0.069</td>
<td></td>
</tr>
<tr>
<td>$^{61}$Ni</td>
<td>0.0</td>
<td>2.5b</td>
<td></td>
<td>NCD</td>
<td>1.13</td>
<td>0.01</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>$^{62}$Ni</td>
<td>9.1</td>
<td>14.5b</td>
<td></td>
<td>NCD</td>
<td>3.59</td>
<td>0.03</td>
<td>0.047</td>
<td></td>
</tr>
<tr>
<td>$^{64}$Ni</td>
<td>0.0014</td>
<td>1.526</td>
<td></td>
<td>NCD</td>
<td>0.91</td>
<td>small</td>
<td>0.001</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Thermal microscopic and macroscopic cross sections for nuclei in the inner three media of the detector by nucleus [135]. The location is indicated by an abbreviation; LW = Light Water, AC = Acrylic Vessel, HW = Heavy Water, NCD = Neutral Current Detector, and CG = Counter Gas. S1 indicates that the nuclide is in a solution of 0.2% MgCl$_2$ salt in the heavy water, whilst S2 indicates that it is in a solution of 0.03% LiNO$_3$ in the heavy water and in this case the presence of additional oxygen in the water has been neglected. 'small' indicates that a macroscopic cross section is at least 1000 times smaller than the largest macroscopic cross section in the same medium (scattering and absorption cross sections are considered separately). The column entitled 'A' gives the isotopic abundance by mass of each nuclear species in each medium. The isotopic enrichment of $^{18}$O (a factor of 3, from 0.2% $\rightarrow$ 0.6%) in heavy water has been assumed to be approximately double that of $^{17}$O (a factor of $\sim$ 1.5, from 0.038% $\rightarrow$ 0.055%).
<table>
<thead>
<tr>
<th>Loc</th>
<th>Nucleus (b)</th>
<th>$\sigma_{n,n}$ (mb)</th>
<th>$\sigma_{n,\gamma}$ (mb)</th>
<th>$\alpha$, 235</th>
<th>$\beta$, 235</th>
<th>A (%)</th>
<th>$n\sigma_{n,n}$ (cm$^{-1}$)</th>
<th>$n\sigma_{n,\gamma}$ (10$^{-5}$cm$^{-1}$)</th>
<th>$n\sigma_{n,X}$ (10$^{-5}$cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>LW</td>
<td>$^1$H</td>
<td>20.49</td>
<td>333</td>
<td></td>
<td></td>
<td>100</td>
<td>1.37</td>
<td>2220</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{16}$O</td>
<td>3.76</td>
<td>0.190</td>
<td>$\alpha$, 235</td>
<td></td>
<td>99.762</td>
<td>0.125</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{17}$O</td>
<td>3.61</td>
<td>0.558</td>
<td></td>
<td></td>
<td>0.038</td>
<td>0.200</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{18}$O</td>
<td>3.83</td>
<td>0.160</td>
<td></td>
<td></td>
<td>99.762</td>
<td>0.044</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{17}$C</td>
<td>4.75</td>
<td>3.53</td>
<td></td>
<td></td>
<td>98.9</td>
<td>0.136</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{13}$C</td>
<td>4.19</td>
<td>1.37</td>
<td></td>
<td></td>
<td>1.10</td>
<td>0.001</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{16}$O</td>
<td>3.76</td>
<td>0.190</td>
<td>$\alpha$, 235</td>
<td></td>
<td>99.762</td>
<td>0.038</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{17}$O</td>
<td>3.61</td>
<td>0.538</td>
<td></td>
<td></td>
<td>99.762</td>
<td>0.200</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{18}$O</td>
<td>3.83</td>
<td>0.160</td>
<td></td>
<td></td>
<td>99.762</td>
<td>0.044</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td>HW</td>
<td>$^1$H</td>
<td>20.49</td>
<td>333</td>
<td></td>
<td></td>
<td>0.99</td>
<td>0.001</td>
<td>1.96</td>
<td>3.38</td>
</tr>
<tr>
<td></td>
<td>$^2$H</td>
<td>3.39</td>
<td>0.508</td>
<td></td>
<td></td>
<td>99.91</td>
<td>0.226</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{16}$O</td>
<td>3.76</td>
<td>0.190</td>
<td></td>
<td></td>
<td>99.345</td>
<td>0.124</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{17}$O</td>
<td>3.61</td>
<td>0.538</td>
<td>$\alpha$, 235</td>
<td></td>
<td>99.345</td>
<td>0.055</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{18}$O</td>
<td>3.83</td>
<td>0.160</td>
<td></td>
<td></td>
<td>99.345</td>
<td>0.060</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td>S1</td>
<td>$^{24}$Mg</td>
<td>3.74</td>
<td>51</td>
<td></td>
<td></td>
<td>78.99</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{25}$Mg</td>
<td>3.71</td>
<td>190</td>
<td></td>
<td></td>
<td>10.00</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{26}$Mg</td>
<td>2.83</td>
<td>38</td>
<td></td>
<td></td>
<td>11.01</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{35}$Cl</td>
<td>20.6</td>
<td>43.8b</td>
<td>p, 489</td>
<td></td>
<td>75.77</td>
<td>small</td>
<td>94.8</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>$^{37}$Cl</td>
<td>1.15</td>
<td>433</td>
<td></td>
<td></td>
<td>24.23</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td>S2</td>
<td>$^6$Li</td>
<td>0.75</td>
<td>38.5</td>
<td>$\alpha$, 940b</td>
<td></td>
<td>95</td>
<td>small</td>
<td>small</td>
<td>261</td>
</tr>
<tr>
<td></td>
<td>$^7$Li</td>
<td>0.97</td>
<td>45.4</td>
<td></td>
<td></td>
<td>5</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{14}$N</td>
<td>10.05</td>
<td>75.0</td>
<td></td>
<td></td>
<td>99.63</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{15}$N</td>
<td>4.59</td>
<td>0.024</td>
<td></td>
<td></td>
<td>0.37</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td>CG</td>
<td>$^3$He</td>
<td>3.39</td>
<td>0.519</td>
<td>p, 5333b</td>
<td></td>
<td>100</td>
<td>small</td>
<td>small</td>
<td>12328</td>
</tr>
<tr>
<td></td>
<td>$^{12}$C</td>
<td>4.75</td>
<td>3.53</td>
<td></td>
<td></td>
<td>98.9</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{13}$C</td>
<td>4.19</td>
<td>1.37</td>
<td></td>
<td></td>
<td>1.10</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{15}$F</td>
<td>3.641</td>
<td>9.8</td>
<td></td>
<td></td>
<td>100</td>
<td>small</td>
<td>small</td>
<td>small</td>
</tr>
<tr>
<td>NCD</td>
<td>$^{58}$Ni</td>
<td>25.3</td>
<td>4.6b</td>
<td></td>
<td></td>
<td>68.27</td>
<td>1.59</td>
<td>0.289</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{60}$Ni</td>
<td>0.98</td>
<td>2.9b</td>
<td></td>
<td></td>
<td>26.10</td>
<td>0.02</td>
<td>0.069</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{61}$Ni</td>
<td>9.0</td>
<td>2.5b</td>
<td></td>
<td></td>
<td>1.13</td>
<td>0.01</td>
<td>0.003</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{62}$Ni</td>
<td>9.1</td>
<td>14.5b</td>
<td></td>
<td></td>
<td>3.59</td>
<td>0.03</td>
<td>0.047</td>
<td>small</td>
</tr>
<tr>
<td></td>
<td>$^{64}$Ni</td>
<td>0.0014</td>
<td>1.52b</td>
<td></td>
<td></td>
<td>0.91</td>
<td>small</td>
<td>0.001</td>
<td>small</td>
</tr>
</tbody>
</table>

Table 6.2: Thermal microscopic and macroscopic cross sections for nuclei in the inner three media of the detector by location [135]. The location is indicated by an abbreviation; LW = Light Water, AC = Acrylic Vessel, HW = Heavy Water, NCD = Neutral Current Detector, and CG = Counter Gas. S1 indicates that the nuclide is in a solution of 0.2% MgCl$_2$ salt in the heavy water, whilst S2 indicates that it is in a solution of 0.03% LiNO$_3$ in the heavy water and in this case the presence of additional oxygen in the water has been neglected. 'small' indicates that a macroscopic cross section is at least 1000 times smaller than the largest macroscopic cross section in the same medium (scattering and absorption cross sections are considered separately). The column entitled 'A' gives the isotopic abundance by mass of each nuclear species in each medium. The isotopic enrichment of $^{18}$O (a factor of 3, from 0.2% $\rightarrow$ 0.6%) in heavy water has been assumed to be approximately double that of $^{17}$O (a factor of $\sim$ 1.5, from 0.038% $\rightarrow$ 0.055%).
<table>
<thead>
<tr>
<th>Loc</th>
<th>Isotope</th>
<th>Density (cm$^3$)</th>
<th>R</th>
<th>Q (MeV)</th>
<th>XS</th>
<th>E (MeV)</th>
<th>Macro XS (cm$^{-1}$)</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$^1$H</td>
<td>6.69 x 10$^{22}$</td>
<td>All</td>
<td>4.25b</td>
<td>1</td>
<td>0.28</td>
<td>~ 1b at 10MeV</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{16}$O</td>
<td>3.34 x 10$^{22}$</td>
<td>All</td>
<td>-1.5b</td>
<td>2</td>
<td>0.050</td>
<td>Rough guide</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>3.34 x 10$^{22}$</td>
<td>(n,a)</td>
<td>0.7 to 0.6b</td>
<td>10 to 14</td>
<td>0.020</td>
<td>Rises slowly,</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,p)</td>
<td>-0.64</td>
<td>85mb</td>
<td>11</td>
<td>Rises rapidly, falls off slowly</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.27 x 10$^{19}$</td>
<td>(n,d)</td>
<td>-9.90</td>
<td>15mb</td>
<td>14.1</td>
<td>Many resonances</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{17}$O</td>
<td></td>
<td>(n,p)</td>
<td>-3.3</td>
<td>60mb</td>
<td>4 to 18</td>
<td>2.00 x 10$^{-3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,α)</td>
<td>-5.01</td>
<td>&lt;10mb</td>
<td>~14</td>
<td>~ 1b at 10MeV</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,γ)</td>
<td>&lt;10mb</td>
<td>~14</td>
<td>&lt; 1.27 x 10$^{-7}$</td>
<td>~ 1b at 10MeV</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{18}$O</td>
<td>6.69 x 10$^{19}$</td>
<td>All</td>
<td>4.25b</td>
<td>1</td>
<td>0.233</td>
<td>~ 1.3b at 10MeV</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.37 x 10$^{22}$</td>
<td>All</td>
<td>-4.95</td>
<td>6mb</td>
<td>14.1</td>
<td>~ 270mb at 8MeV, 60mb at 14.1MeV</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.37 x 10$^{22}$</td>
<td>(n,a)</td>
<td>-5.70</td>
<td>~330mb</td>
<td>9.2</td>
<td>~ 3.0x10$^{-2}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,3α)</td>
<td>-7.27</td>
<td>~210mb</td>
<td>11.5 to 16</td>
<td>7.2 x 10$^{-3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,a)</td>
<td>-12.6</td>
<td>10s of mb</td>
<td>&lt; 20</td>
<td>φ(3.43 x 10$^{-4}$)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,d)</td>
<td>-13.8</td>
<td>10s of mb</td>
<td>&lt; 20</td>
<td>φ(3.43 x 10$^{-4}$)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,2n)</td>
<td>-17</td>
<td>25mb</td>
<td>33</td>
<td>Rough guide</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,p)</td>
<td>-0.64</td>
<td>85mb</td>
<td>11</td>
<td>Rises slowly</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,d)</td>
<td>-9.90</td>
<td>15mb</td>
<td>14.1</td>
<td>Many resonances</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,α)</td>
<td>-3.2</td>
<td>60mb*</td>
<td>4 to 18</td>
<td>1.97 x 10$^{-3}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,γ)</td>
<td>&lt;10mb</td>
<td>~14</td>
<td>~ 1.8 x 10$^{-7}$</td>
<td>~ 1b at 10MeV</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{17}$O</td>
<td>5.22 x 10$^{18}$</td>
<td>All</td>
<td>4.28b</td>
<td>1</td>
<td>2.50 x 10$^{-4}$</td>
<td>~ 1.9 x 10$^{-6}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>2.75 x 10$^{19}$</td>
<td>All</td>
<td>-2.23</td>
<td>2.9b</td>
<td>1</td>
<td>1.02 x 10$^{-2}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$^{18}$O</td>
<td>1.82 x 10$^{19}$</td>
<td>All</td>
<td>2.9b</td>
<td>1</td>
<td>0.192</td>
<td>Rough guide</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.59 x 10$^{20}$</td>
<td>(n,a)</td>
<td>-2.23</td>
<td>200mb</td>
<td>16</td>
<td>Rises slowly</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,2n)</td>
<td>-17</td>
<td>25mb</td>
<td>33</td>
<td>Many resonances</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,p)</td>
<td>-0.64</td>
<td>85mb</td>
<td>11</td>
<td>Rises rapidly, falls off slowly</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,d)</td>
<td>-9.90</td>
<td>15mb</td>
<td>14.1</td>
<td>~ 1.9 x 10$^{-6}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,α)</td>
<td>-3.2</td>
<td>60mb*</td>
<td>4 to 18</td>
<td>~ 1.9 x 10$^{-6}$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n,γ)</td>
<td>&lt;10mb</td>
<td>~14</td>
<td>~ 1.9 x 10$^{-6}$</td>
<td>~ 1.9 x 10$^{-6}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.3: Non-thermal microscopic and macroscopic cross sections for nuclei in the inner three media of the detector by location [132]→[139]. The location is indicated by an abbreviation; LW = Light Water, AC = Acrylic Vessel, HW = Heavy Water. The density is given in units of number per unit volume. R stands for reaction, Q stands for Q-value, XS stands for cross section, E is the energy, and Macro XS stands for macroscopic cross section (= nσ, where n is the number density and σ the reaction cross section). The isotopic enrichment of $^{18}$O in heavy water has been assumed to be approximately double that of $^{17}$O.
6.4.1 Light Water

Neutron transport through the light water is dominated by the $^1\text{H(}n,n)^1\text{H}$ scattering cross section, which is $(20.491 \pm 0.014)\text{b}$ for bare hydrogen at thermal energies [135] and about a factor of 3 higher for hydrogen contained in the water molecule. $^1\text{H(}n,n)^1\text{H}$ overwhelms the $(n,n)$ thermal scattering cross sections of $^{16}\text{O}$, $^{17}\text{O}$ and $^{18}\text{O}$. Thermal neutron capture processes are also dominated by the hydrogen in the light water; although the $^{17}\text{O(}n,n)^{14}\text{C}$ capture cross section is of the same order of magnitude as the $^1\text{H(}n,\gamma)^2\text{H}$ cross section, at $(0.235 \pm 0.010)\text{b}$ compared with $(0.3326 \pm 0.0007)\text{b}$ [135], the number of hydrogen nuclei is $\sim 5300$ times the number of $^{17}\text{O}$ nuclei. Additional capture processes are negligible.

At 10MeV the total cross section for all $n+^1\text{H}$ processes is $2\text{b}$, comparable to that for all $n+^{16}\text{O}$ processes ($\sim 1.5\text{b}$). What capture there is will be dominated below 10MeV by the $(n,\alpha)$ reaction on $^{16}\text{O}$, and above it by $(n,n)$ and $(n,p)$ capture, also on $^{16}\text{O}$. More significant than the capture reactions in oxygen are the inelastic scattering reactions, which take the form $X(n,n')X^*$, and contribute to neutron energy loss. The cross section for inelastic scattering on oxygen varies between 0.2 to 0.6b from 10 to 14MeV [136], and therefore about $\frac{3}{4}$ths of all scattering reactions on oxygen at 10MeV are expected to be inelastic. The importance of this process in SNO is limited by the very small number of neutrons which have energies above 6MeV (the threshold for inelastic scattering on $^{16}\text{O}$). Table 6.3 contains a summary of the common neutron interactions in light water at non-thermal energies.

6.4.2 The Acrylic Vessel

The acrylic vessel contains hydrogen, carbon and oxygen in the form of polymethylmethacrylate ($^{12}\text{C}_8\text{H}_5\text{O}_2$). The reactions of neutrons with hydrogen and oxygen have already been described. Thermal transport through the acrylic is dominated by hydrogen because of its larger scattering cross section compared with those of both oxygen and carbon. Both the stable isotopes of carbon have small thermal $(n,\gamma)$ capture cross sections which are also negligible compared to that of hydrogen.

Below 20MeV, $^{14}\text{C}$ has an $(n,\alpha)$ capture interaction, and the extraordinary $(n,n3\alpha)$ carbon disintegration reaction. The $(n,\alpha)$ interaction has peak cross sections of $\sim 270\text{mb}$ at 8MeV and $\sim 330\text{mb}$ at 9.2MeV [136]. The cross section falls slowly to 69mb at 14.1MeV [136]. The $(n,n3\alpha)$ interaction cross section averages roughly 210mb in the energy range 11.5 → 16MeV [136]. These interactions compete with those in oxygen to capture high energy neutrons. Other reaction cross sections are much smaller. Table 6.3 contains a summary of the common neutron interactions in the acrylic vessel at non-thermal energies.

6.4.3 Heavy Water

In SNO, $\text{D}_2\text{O}$ accounts for 99.92% of the mass of the heavy water, $\text{H}_2\text{O}$ accounting for the remainder. It is also known that $^{17}\text{O}$ represents 0.055% of the total mass of oxygen in heavy water, up from 0.038% in natural water [140]. The isotopic content of $^{18}\text{O}$ will also be enhanced over that of natural water, where it is 0.2%. It is expected to be $\sim 0.6\%$.

In the heavy water, elastic scattering from deuterium and oxygen are the dominant thermal processes. The $^3\text{H(}n,n)^3\text{H}$ cross section is $(3.390 \pm 0.012)\text{b}$ [135], much less than the $^1\text{H(}n,n)^1\text{H}$ cross section given above, but in SNO quality $\text{D}_2\text{O}$ deuterium is three orders of magnitude more abundant than hydrogen. Thermal capture processes are more evenly distributed between $^1\text{H}$, $^2\text{H}$, and $^{17}\text{O}$, because the numerical superiority of deuterium over both hydrogen and $^{17}\text{O}$ makes up for its rather small thermal capture cross section of $(0.508 \pm 0.015)\text{mb}$ [135].

At high energies in $\text{D}_2\text{O}$ the most significant cross sections are those for elastic scattering, inelastic scattering from oxygen (the magnitude of the other oxygen cross sections is small) and additionally the $^2\text{H(}n,2n)^1\text{H}$ reaction. This last reaction has a cross section of 50mb at 5.5MeV, which rises to 200mb at around 16MeV [130]. These cross sections are such that of order 10% of all reactions at and about 10MeV in heavy water are expected to be deuterium breakup reactions. The fraction of such reactions decreases with decreasing energy down to the reaction threshold (the $Q$ value is $-2.225\text{MeV}$). The total cross section in heavy water falls with increasing neutron energy; at 10MeV the total cross section for $\text{D}_2\text{O}$ is $3.25\text{b}$ ($\sigma_{\gamma}(\text{deuterium}) = 1\text{b}$) [123]. Table 6.3 contains a summary of the common neutron interactions in SNO quality heavy water at non-thermal energies.

6.4.4 Summary of Transport in the Bare Detector

The reaction cross sections in light water and the small mass of hydrogen mean that high energy neutrons will suffer rapid energy loss through inelastic scattering with oxygen and elastic scattering with hydrogen.
<table>
<thead>
<tr>
<th>Loc</th>
<th>Isotope</th>
<th>Density (cm⁻³)</th>
<th>R</th>
<th>Q (MeV)</th>
<th>XS</th>
<th>E (MeV)</th>
<th>Macro XS (cm⁻¹)</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Mg</td>
<td>1.24 x 10¹⁹</td>
<td>All</td>
<td>-12.0</td>
<td>1.6b</td>
<td>10</td>
<td>1.68 x 10⁻⁵</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, np)</td>
<td>-9.31</td>
<td>10b</td>
<td>&lt; 20</td>
<td>1.24 x 10⁻⁷</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, nγ)</td>
<td>-4.37</td>
<td>10b</td>
<td>&lt; 20</td>
<td>1.24 x 10⁻⁷</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, n)</td>
<td>24.5mb</td>
<td>13→16</td>
<td>2.39 x 10⁻⁷</td>
<td></td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>Li</td>
<td>2.65 x 10¹⁰</td>
<td>All</td>
<td>-7.75</td>
<td>1.6b</td>
<td>10</td>
<td>4.1 x 10⁻⁵</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, n)</td>
<td>9.62e⁵</td>
<td>10b</td>
<td>&lt; 20</td>
<td>1.24 x 10⁻⁷</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, t)</td>
<td>-5.67</td>
<td>10b</td>
<td>&lt; 20</td>
<td>1.24 x 10⁻⁷</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, n)</td>
<td>50mb</td>
<td>14.5</td>
<td>6.64 x 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, n)</td>
<td>475mb</td>
<td>5.8</td>
<td>6.31 x 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, n)</td>
<td>336b</td>
<td>14.5</td>
<td>4.46 x 10⁻⁵</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>All</td>
<td>-7.75</td>
<td>1.64</td>
<td>14.5</td>
<td>1.86 x 10⁻⁵</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, n)</td>
<td>-10.6</td>
<td>1.64</td>
<td>14.5</td>
<td>1.86 x 10⁻⁵</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, np)</td>
<td>0.626</td>
<td>1.64</td>
<td>14.5</td>
<td>1.86 x 10⁻⁵</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, t)</td>
<td>-4.02</td>
<td>1.64</td>
<td>14.5</td>
<td>1.86 x 10⁻⁵</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(n, n)</td>
<td>-0.16</td>
<td>1.64</td>
<td>14.5</td>
<td>1.86 x 10⁻⁵</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.4: Non-thermal microscopic and macroscopic cross sections for nuclei in the inner three media of the detector by location [132–139]. The location is indicated by an abbreviation; S1 indicates that the nucleus is in a solution of 0.2% MgCl₂ salt in the heavy water, whilst S2 indicates that it is in a solution of 0.03% LiNO₃ in the heavy water and in this case the presence of additional oxygen in the water has been neglected. The density is given in units of number per unit volume. R stands for reaction, Q stands for Q-value, XS stands for cross section, E is the energy, and Macro XS stands for macroscopic cross section (≈ nσ, where n is the number density and σ the reaction cross section).

Once a neutron has reached thermal energies it will scatter predominantly from the H in H₂O molecules before capturing on hydrogen.

In the acrylic vessel, high energy neutrons react inelastically with oxygen and carbon and elastically with hydrogen. At thermal energies, hydrogen completely dominates the neutron transport.

In the heavy water high energy neutrons will scatter elastically and inelastically from oxygen and deuterium, and the d(n, 2n)p reaction is important. Thermal neutrons scatter repeatedly from the D₂O molecule before capture onto hydrogen, deuterium, or ¹⁷O.

### 6.5 Additives in the Heavy Water

Salt (MgCl₂), the neutral current detectors (NCDs), and possibly also poison (LiNO₃) will be added to the heavy water in the SNO detector, as described in Chapter 2. The subject of this section is the effects of these options for neutron transport.

#### 6.5.1 The Salt and Poison Options

The addition of 2 tonnes of MgCl₂ to the heavy water in SNO will have no significant effect on the transport of high energy neutrons (compare Tables 6.3 and 6.4). This is because the number of magnesium and chlorine nuclei present in the water is small compared to the number of deuterium and oxygen nuclei. At thermal energies the situation is quite different, because of the MgCl₂(n,γ)Cl cross section, which is 43.6 ± 0.4b [135], and which is responsible for 82.5% of all thermal neutron capture in a 0.2% heavy water salt solution. Scattering at thermal energies remains dominated by the D₂O molecule.

The addition of 300kgs of LiNO₃ to the detector has the same general effect on the transport of neutrons as the addition of salt in that the transport of high energy neutrons is unaffected, and thermal
<table>
<thead>
<tr>
<th>Loc</th>
<th>Isotope</th>
<th>Density (cm(^{-3}))</th>
<th>R</th>
<th>Q (MeV)</th>
<th>XS</th>
<th>E (MeV)</th>
<th>Macro XS (cm(^{-1}))</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>CG</td>
<td>(^{4})He</td>
<td>(5.55 \times 10^{19})</td>
<td>All</td>
<td>0.766</td>
<td>1.5b</td>
<td>10</td>
<td>8.32 \times 10^{-5}</td>
<td>0.61b at 0.95MeV, 0.14b at 14.4MeV</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(n,p)</td>
<td>210mb</td>
<td>8.07</td>
<td>1.16 \times 10^{-5}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>(1.37 \times 10^{19})</td>
<td>(n,d)</td>
<td>-2.37</td>
<td>76mb</td>
<td>14</td>
<td>4.22 \times 10^{-6}</td>
<td>\sim 1.3b at 10MeV</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(n,2n)</td>
<td>-4.95</td>
<td>6mb</td>
<td>14</td>
<td>3.56 \times 10^{-6}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(n,α)</td>
<td>-5.70</td>
<td>330mb</td>
<td>9.2</td>
<td>8.22 \times 10^{-6}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(n,3α)</td>
<td>-7.27</td>
<td>210mb</td>
<td>11.5</td>
<td>2.87 \times 10^{-6}</td>
<td>\sim 270mb at 8MeV, 69mb at 14.1MeV</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(n,p)</td>
<td>-12.6</td>
<td>10s of mb</td>
<td>&lt; 20</td>
<td>(\sigma(1.37 \times 10^{-7}))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(n,d)</td>
<td>-13.8</td>
<td>10s of mb</td>
<td>&lt; 20</td>
<td>(\sigma(1.37 \times 10^{-7}))</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19F</td>
<td>(5.55 \times 10^{19})</td>
<td>All</td>
<td>1.6b</td>
<td>10</td>
<td>8.88 \times 10^{-5}</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| NCD | Ni | \(9.12 \times 10^{22}\) | All | 3 \(\rightarrow\) 4b | 5 \(\rightarrow\) 10 | \~ 0.319 |
|     | (n,2n) | 67mb | 20 | 4.18 \times 10^{-3} |
|     | (n,p)  | 600mb | 10 | 3.74 \times 10^{-2} |
|     | (n,α)  | 828mb | 17 | 5.16 \times 10^{-2} |
|     | (n,α,α) | \< 10mb | 16 | 1.87 \times 10^{-3} |
|     | (n,2n) | 125.5mb | 16 | \< 6.23 \times 10^{-4} |
|     | (n,α,α) | 490mb | 16 | 7.63 \times 10^{-3} |

| Ni | \(58\)Ni | \(6.23 \times 10^{22}\) | All | 3 \(\rightarrow\) 4b | 5 \(\rightarrow\) 10 | \~ 0.319 |
|     | (n,2n) | 67mb | 20 | 4.18 \times 10^{-3} |
|     | (n,p)  | 600mb | 10 | 3.74 \times 10^{-2} |
|     | (n,α)  | 828mb | 17 | 5.16 \times 10^{-2} |
|     | (n,α,α) | \< 10mb | 16 | 1.87 \times 10^{-3} |
|     | (n,2n) | 125.5mb | 16 | \< 6.23 \times 10^{-4} |
|     | (n,α,α) | 490mb | 16 | 7.63 \times 10^{-3} |

| Ni | \(60\)Ni | \(2.38 \times 10^{22}\) | All | 3 \(\rightarrow\) 4b | 5 \(\rightarrow\) 10 | \~ 0.319 |
|     | (n,2n) | 67mb | 20 | 4.18 \times 10^{-3} |
|     | (n,p)  | 600mb | 10 | 3.74 \times 10^{-2} |
|     | (n,α)  | 828mb | 17 | 5.16 \times 10^{-2} |
|     | (n,α,α) | \< 10mb | 16 | 1.87 \times 10^{-3} |
|     | (n,2n) | 125.5mb | 16 | \< 6.23 \times 10^{-4} |
|     | (n,α,α) | 490mb | 16 | 7.63 \times 10^{-3} |

Table 6.5: Non-thermal microscopic and macroscopic cross sections for nuclei in the inner three media of the detector by location [132]-[139]. The location is indicated by an abbreviation; NCD = Neutral Current Detector, and CG = Counter Gas. The density is given in units of number per unit volume. R stands for reaction, Q stands for Q-value, XS stands for cross section, E is the energy, and Macro XS stands for macroscopic cross section (= nσ, where n is the number density and σ the reaction cross section).

neutron scattering is dominated by D\(_2\)O. Thermal neutron capture, however, is predominantly via the \(^6\)Li(n,α)\(^3\)H reaction, whose cross section is 940 \pm 4b.

### 6.5.2 Interactions in the NCDs

The gas in the NCD proportional counters will be an equal mixture of \(^3\)He and CF\(_4\). Neutron transport is dominated at thermal energies by \(^3\)He, with its (n,p) reaction, whose cross section is 5333 ± 7b [135]. The (n,p) cross section falls only slowly to 0.61b at 0.95MeV and to 0.21b at 8.07MeV [139], and hence competes with the (n,α) and (n,3α) reactions in \(^12\)C at MeV energies. Other interactions are negligible. The NCD counter is manufactured from pure nickel. See the summary Tables 6.1, 6.2, and 6.5 for information on n-transport through Nickel.

### 6.6 Effect of Neglect of Certain Nuclei

Certain isotopes which have low abundances (< 1%) can be neglected in any assessment of the neutron physics that takes place in the SNO detector. This is provided that they have scattering cross sections of
similar or smaller magnitudes to more abundant isotopes of the same element. All the isotopes present in the SNO detector will be included in the neutron transport calculations except $^{13}$C, $^{17}$O, and $^{18}$O. The effects of these 3 low abundance nuclei on neutron transport in SNO can be neglected.

The nuclei $^{13}$C, $^{17}$O, and $^{18}$O do not contribute significantly to high energy neutron scattering because although their cross sections are similar in magnitude to the other isotopes of the same atomic species in the media in which they are present, their abundances are very low (see Tables 6.3 and 6.2).

The nucleus $^{18}$O has a scattering and capture cross sections comparable to that of $^{16}$O, but a much smaller abundance ($\sim 0.6\%$ compared with $\sim 99.3\%$ in D$_2$O). The neglect of $^{18}$O will introduce three errors;

1. an error in the thermal neutron scattering cross section; and,

2. an error in the thermal neutron capture cross section; and,

3. an error because the energy-angle distribution function specific to scattering from $^{18}$O will be ignored.

The thermal neutron scattering cross section of $^{18}$O (3.83b) is similar to that of $^{16}$O (3.76b). The thermal capture cross section is also similar (0.160mb as opposed to 0.190mb). If $^{18}$O were to be neglected, it would result in an error of approximately 0.6% to the total oxygen scattering and absorption cross sections in the D$_2$O. If instead $^{16}$O were to be substituted for $^{18}$O, the error in the cross section would be much smaller. The remaining error, the neglect of the energy-angle distributions specific to $^{18}$O, is unimportant in SNO because even if it were to be included it would be infrequently sampled and hence have little impact on the random nature of thermal neutron transport. The effect of the neglect of $^{18}$O is smaller in the H$_2$O than in the D$_2$O, because the abundance of $^{16}$O is lower there, and because oxygen contributes a much smaller fraction of the total cross section at thermal energies.

The $^{13}$C cross section can be neglected for reasons similar to those given for $^{18}$O (see Table 6.1). Like $^{18}$O, the scattering interactions of $^{17}$O can be neglected. However, the (n,$\alpha$) capture cross section must be explicitly included for heavy water, because its cross section is $\sim 7\%$ of the total absorption cross section at $\frac{1}{40}$ eV. In the Monte Carlo calculations, $^{13}$C is replaced by $^{12}$C, and $^{17}$O and $^{18}$O by $^{16}$O, except for the $^{17}$O(n,$\alpha$)$^{14}$C reaction, which is explicitly included.

### 6.7 Hydrogen in the Heavy Water

D$_2$O is the most common constituent molecule in heavy water. The other molecules present in SNO quality heavy water are the light water molecule, H$_2$O, and the molecule HDO, which forms as a result of isotopic mixing. The isotopic mass purity of heavy water is

$$p_h = \frac{m_h}{m_h + m_l},$$

where $p_h$ is the fraction of the mass of the heavy water that is D$_2$O, $m_h$ is the mass of heavy water, and $m_l$ is the mass of the light water. $p_h$ is calculated by assuming that all of the hydrogen in the heavy water is present in the molecule H$_2$O, and all of the deuterium is present in D$_2$O. In SNO, $p_h = 0.9992$, and hence, due to the great numerical superiority of deuterium over hydrogen, the process HDO + H $\rightarrow$ H$_2$O + D has a very much lower rate than H$_2$O + D $\rightarrow$ HDO + H. Therefore almost all the hydrogen in the SNO heavy water is present as part of the HDO molecule.

#### 6.7.1 Interaction Cross Sections

The fact that nearly all the hydrogen in the heavy water is present as part of the HDO molecule presents some difficulties for the accurate simulation of neutron transport in SNO heavy water. This is because although the n-transport Monte Carlo selected for use in SNOMAN in Chapter 7 does have a sophisticated thermal transport capability, no data tables are provided for the simulation of thermal neutron transport involving the HDO molecule. Therefore in SNOMAN the presence of HDO will be ignored, and what hydrogen there is in the heavy water will be simulated as belonging to an H$_2$O molecule. This means that thermal data tables appropriate to the light and heavy water molecules will be used in SNOMAN in that small fraction of collisions that should be simulated as involving the HDO molecule.

There are three sources of error that the use of H-in-H$_2$O and D-in-D$_2$O thermal tables will introduce to the simulation of scattering from the HDO molecule. These are (overleaf);
1. the reduced mass;
2. rotational effects; and,
3. vibrational effects.

The use of an incorrect reduced mass causes the elastic scattering cross section to be in error by up to \( \sim 10\% \) (see Equation E.2). This error is mitigated by the small number of HDO molecules in the heavy water (\( \sim 0.17\% \) by number). Vibrational states are not excited as a result of inelastic neutron scattering at thermal energies. This is because there is insufficient energy available in the collision to excite a vibrational mode. Any error in the simulation of the effect of vibrational modes upon neutron transport will be ignored as a result. More serious is the error caused by the identical nature of the nuclei in the H\(_2\)O and D\(_2\)O molecules. Hydrogen nuclei (protons) are fermions, and their wavefunction in the HDO molecule must be antisymmetric under exchange. This means that it must take the form \( \psi_s = \chi_s \phi_s \) or \( \psi_s = \chi_s \phi_a \), where \( \psi \) is the overall wavefunction, \( \chi \) and \( \phi \) are the spin and space wavefunctions respectively, and the subscript \( a \) implies that the wavefunction is antisymmetric under particle exchange, whilst \( s \) has the opposite sense. In both the cases given, the spatial wavefunction has a definite symmetry under the exchange of the hydrogen nuclei. A similar argument can be made for D in D\(_2\)O (deuterons are bosons, and must have wavefunctions that are symmetric under particle exchange), to reach the same conclusion, i.e. that the spatial wavefunction must have a definite symmetry under the exchange of the deuterium nuclei.

No such restriction exists in the HDO molecule, where there are no identical nuclei present. A crude overestimate of the magnitude of the effect on the macroscopic cross section at thermal energy can be made if it is assumed that the entire H\(_2\)O/D\(_2\)O/HDO cross section not arising from direct nuclear interactions is a result of the inelastic scattering of the target molecule into rotational states, and that the HDO cross section for this process is approximately double that of H\(_2\)O due to the lack of any restriction to final states of particular symmetry. This is of course an overestimate, since the scattering cross section for hydrogen is very much larger than that from deuterium and hence, in the absence of any symmetry considerations, it would be reasonable to expect the rotational cross section for H\(_2\)O to be in excess of that for HDO. Define:

\[
\sigma^h = \sigma_i^h + \sigma_a^h ,
\]

\[
\sigma_i^h = 2\sigma(D) + \sigma(O) ,
\]

where \( \sigma^h \) is the total thermal neutron cross section for the D\(_2\)O molecule, \( \sigma_i^h \) is the cross section without the inclusion of the rotational states of D\(_2\)O, and \( \sigma_a^h \) is the cross section for thermal inelastic scattering of the heavy water molecule into rotational final states. \( \sigma(D) \) and \( \sigma(O) \) are the total cross sections for neutrons interacting with free deuterium and oxygen nuclei. Equivalent quantities are defined for the H\(_2\)O and HDO molecules. \( \sigma^h, \sigma^l \) (the light water cross section), \( \sigma(H), \sigma(D), \) and \( \sigma(O) \) are known, whilst the ‘rotational’ cross sections are defined by the following example; \( \sigma_r^h = \sigma^h - \sigma_i^h \). This calculation overestimates the contribution of the rotational states to the total cross section because the increase in the cross-sections for elastic scattering from the H and D nuclei due to the increased effective reduced mass from molecular binding (Equation E.2) is neglected. This will make the estimate of the error in the computer simulation appear larger than it is. The true cross section for scattering from HDO is:

\[
\sigma = (1 - 2f)\sigma^h + 2f\sigma^m ,
\]

\[
\simeq (1 - 2f)(\sigma_i^h + \sigma_a^h) + 2f(\sigma_i^m + \sigma_a^m) ,
\]

assuming as stated that \( \sigma_m^m = 2\sigma_r \), and where \( \sigma_i^m = \sigma(H) + \sigma(D) + \sigma(O) \) and \( f = 0.0008888 \) is the numerical fraction of H\(_2\)O molecules in the SNO heavy water, derived from Equation 6.3. The factor \( 2f \) arises because the definition of purity refers to the mass presence of H\(_2\)O rather than HDO. The crude estimates of the interaction and rotational cross sections are denoted by the subscripts \( i \) and \( r \), and cross sections for D\(_2\)O, H\(_2\)O, and HDO are denoted by the superscripts \( h \), \( l \), and \( m \). The cross section simulated in SNOMAN is:

\[
\sigma' = (1 - f)(\sigma_i^h + \sigma_a^h) + f(\sigma_i^l + \sigma_a^l) .
\]
The fractional error is

\[
\text{error} = \frac{\sigma' - \sigma}{\sigma'} , \quad (6.10)
\]

\[
= \frac{f(\sigma^i_0 + \sigma_2^i) + \sigma_1^i - 3f\sigma_0^i}{(1 - f)(\sigma^i_0 + \sigma_2^i)} + f(\sigma_1^i + \sigma_0^i) , \quad (6.11)
\]

\[
\simeq -0.01 . \quad (6.12)
\]

There is a maximum error of 1% in the simulated total cross section for SNO quality heavy water. This is an over estimate of the true error because of the neglect of the effects of the reduced mass on the elastic scattering cross sections, and because the rotational cross section for HDO has been taken as twice that of H₂O. Despite these overestimates, this error is small when compared to the estimated \(\sim 3\%\) accuracy of MCNP (the estimate is discussed in Chapter 8). Hence, no further discussion of this error will take place.

### 6.7.2 Capture Cross Sections

In the preceding section, the effect of symmetries upon the scattering cross section was examined and found to be insignificant. In this section, it will be shown that the modelling of the HDO molecule as D₂O and H₂O molecules has no effect upon the capture cross sections. Consider the capture interaction for the hydrogen nucleus;

\[
n + H \rightarrow D + \gamma + 2.23\text{MeV} . \quad (6.13)
\]

The recoil energy of the deuterium nucleus in the final state is \(\sim 5\text{keV}\). This is far higher than the binding energy of the hydrogen atom to the water molecule, and therefore the deuterium nucleus resulting from n-capture on hydrogen in water is free in the final state, and hence suffers no symmetry constraints. This also true of the tritium nucleus that results from n-capture on deuterium in heavy water or the HDO molecule. In the initial state, the wavefunction for the hydrogen nuclei must have the appropriate antisymmetry property, and must be normalised to 2, for the two hydrogen nuclei. Taking the operator \(\hat{C}\) as the capture operator, the squared matrix element for capture is;

\[
M_{ij}^2 = \left| \langle \psi_n \psi_{\text{H}O\text{H}} | \hat{C} | \psi_D \psi_{\text{OH}} \psi_\gamma \rangle \right|^2 . \quad (6.14)
\]

Now consider one possible example of the wavefunction of the water molecule, where the decomposition of \(\psi_{\text{H}O\text{H}}\) into a symmetric spatial part and an antisymmetric spin part takes place;

\[
M_{ij}^2 = \left| \left\langle \psi_n \frac{1}{\sqrt{2}} (\chi_{H,1} \chi_{H,2} \chi_{H,1} - \chi_{H,2} \chi_{H,1}) \chi_\text{O} \phi_\text{H,1} \phi_\text{O} \phi_\text{H,2} \hat{C} | \psi_D (\chi_{H,2} \phi_\text{H,2} \chi_\text{O} \phi_\text{O}) \psi_\gamma \right\rangle \right|^2 , \quad (6.15)
\]

\[
= 2 \left| \left\langle \psi_n \chi_{H,1} \chi_{H,2} \chi_\text{O} \phi_\text{H,1} \phi_\text{O} \phi_\text{H,2} \psi_D (\chi_{H,2} \phi_\text{H,2} \chi_\text{O} \phi_\text{O}) \psi_\gamma \right\rangle \right|^2 , \quad (6.16)
\]

where \(\chi\) is always a spin wavefunction, \(\phi\) a spatial wavefunction, and \(\psi\) a total wavefunction. Equation 6.15 assumes that the capture operator does not affect the spins of either the H or the O spectator nuclei, and hence that there are only 4 possible final states corresponding to neutron capture onto hydrogen in any of the four hydrogen wavefunctions in the initial state. In deriving Equation 6.16 from Equation 6.15 it has been assumed that the four possible final states are incoherent with one another. Equation 6.16 demonstrates that the numerical effects of any symmetry in the initial state are counterbalanced by the normalisation of that initial state, and hence that the capture cross section on bound nuclei is equal to that in free nuclei. A similar argument can be made for deuterium in heavy water and for both the H and D nuclei in the molecule HDO. A comparison of the four final expressions for the capture cross sections then reveals that the simulation of the capture cross section on HDO using those for light and heavy water does result in the cross section being calculated correctly.

In summary, the simulation of the capture process on HDO is carried out correctly in the SNOMAN program by modelling the HDO molecule using light and heavy water molecule simulation data. This is made possible because the symmetry effects present in the H₂O and D₂O molecules but not in the HDO molecule do not affect the calculation of the matrix element, and because the nucleus created as the result of capture (either deuterium or tritium) is free in the final state.
<table>
<thead>
<tr>
<th>Concentration of MgCl₂</th>
<th>Reported Density (g/cm³)</th>
<th>Calculated Density (g/cm³)</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0%</td>
<td>0.9997</td>
<td>0.9997</td>
<td>0</td>
</tr>
<tr>
<td>0.5%</td>
<td>1.0022</td>
<td>1.0047</td>
<td>0.25%</td>
</tr>
<tr>
<td>1.0%</td>
<td>1.0062</td>
<td>1.0097</td>
<td>0.35%</td>
</tr>
<tr>
<td>2.0%</td>
<td>1.0144</td>
<td>1.0197</td>
<td>0.52%</td>
</tr>
<tr>
<td>3.0%</td>
<td>1.0226</td>
<td>1.0297</td>
<td>0.63%</td>
</tr>
</tbody>
</table>

Table 6.6: The reported and calculated density of light water salt solutions. Reported density taken from [142]. For an explanation of the calculated density, see text.

6.7.3 Salted Heavy Water

The heavy water in the SNO experiment will at some stage contain MgCl₂, probably at a concentration of 0.2%. This will change the neutron absorption and scattering lengths. The calculation of these quantities in salted heavy water is dependent upon the molecular densities of H, D, O, Mg and Cl there. In the absence of data on the density of heavy water MgCl₂ salt solutions, a simple model has been devised. The model assumes that there are no long range forces due to the presence of the salt ions in the D₂O, and that the Mg²⁺ and Cl⁻ ions occupy no net volume, and hence that the change in the density of the salted heavy water can be attributed to the mass of the MgCl₂ alone. Hence, a 2% salt solution should have a density that is 1% greater than a 1% salt solution. Table 6.6 shows that this model accounts for the density of a salt and light water solution of MgCl₂ at the 0.25% level or better for salt concentrations of 0.5% and below. This level of accuracy is acceptable for use in SNOMAN in the absence of data on heavy water salt solutions, and hence it has been assumed that the density of heavy water salt solutions can be calculated in the same way. It is envisaged that this model will be replaced by experimental data when it becomes available.

6.8 Conclusion

The physics of neutrons in the SNO detector is dominated by thermal transport. In the light water and acrylic vessel, hydrogen is the dominant nucleus, in the heavy water, deuterium dominates scattering (although oxygen makes a significant contribution) and hydrogen, deuterium, and oxygen all contribute to neutron capture. The chlorine and lithium additives that may be used in the D₂O have little effect on the scattering cross section, but they dominate neutron capture.

The nucleus ¹²C can be substituted for ¹³C. The error introduced into the carbon scattering and capture cross sections is less than 1%. Likewise ¹⁶O can be substituted for ¹⁸O. The error introduced into the oxygen scattering and capture cross section is less than 0.2%. In addition ¹⁸O can also be substituted for ¹⁷O provided the ¹⁷O(n,α)¹⁴C reaction is explicitly catered for.

The effects of the dissociation of the H₂O molecule in heavy water can be ignored. This results in an error of less than 1% in the macroscopic scattering cross section of water, and no error is made in the capture cross section. At the low concentrations that salt is present in the heavy water, the density of the resulting salt solution can be simulated in a purely additive manner. The error introduced is 0.1% when 2 tonnes of salt are added to 1 kilotonne of D₂O.
Chapter 7

The Simulation of Neutron Transport Physics

7.1 Introduction and Purpose

In the last chapter, Chapter 6, the subject of neutron transport physics in the SNO detector was examined. In this chapter, the simulation of that process will be discussed. This will entail:

1. an introduction to the SNOMAN program which is used to simulate the SNO detector as a whole;
2. an explanation of how physical results can be obtained from a neutron transport code;
3. the selection, subject to certain criteria, of an appropriate neutron transport program for use in SNOMAN; and,
4. a discussion of the difficulties in modifying the code to work with the SNOMAN program.

The coverage of each topic will be brief.

7.2 The SNOMAN Program

SNOMAN (Sudbury Neutrino Observatory Monte Carlo and ANalysis) is the program that has been written to simulate the SNO detector. In addition to neutron transport, to be capable of representing the SNO detector, the SNOMAN program contains a comprehensive physical model of the structure of the detector and the physical processes that occur within it. The SNOMAN program contains the following physics-related elements that are critical to the simulation of the detector:

1. a comprehensive geometric model, together with its material properties, of the structure of the SNO detector;
2. neutron, γ, photon and electron sources;
3. γ and e± transport;
4. Čerenkov light production and transport;
5. Čerenkov light detection by the photomultipliers;
6. the SNO detector trigger and output mechanisms.

The SNOMAN program also has the capability to read and analyse data that is written to tape by the data acquisition electronics that ‘observe’ the detector. It also has a complex error recovery and process report mechanisms. None of the details surrounding these latter functions will be explored here.
7.2.1 Geometry in the SNOMAN Program

No model of the detector would be complete without an accurate model of the detector's physical geometry. The geometry code serves to define the boundaries of the media of the detector in the SNOMAN program. A great deal of work by a number of individuals has been done in simulating the SNO detector's geometry in SNOMAN. For more detail, the reader is invited to survey work by West et al. [89], Brice [122] and Lay [63].

The principle features of the SNOMAN geometry are the inclusion of the acrylic vessel, tile by tile, the acrylic vessel neck, each individual photomultiplier position and orientation, and the PMTs and light-concentrators themselves. All the particles whose transport is modelled by SNOMAN can be propagated through all the media.

7.2.2 Particle Production: Sources in SNOMAN

SNOMAN is capable of generating an enormous variety of source distributions. SNOMAN can simulate a number of different physical particle production mechanisms. These include the charged current interaction, the neutral current interaction, and neutrino electron scattering, which constitute the principal signals in the SNO detector. The SNOMAN generator can also simulate the $\beta$ decays, $\beta$-$\gamma$ decays, and $\alpha$-$\gamma$ decays that occur when contaminating nuclides are present in the SNO detector.

The source distributions can be used to generate events from a point, along a line, from within a spherical shell, from a region, a number of regions, or a number of regions with different weights, or at a distance from a previous source event (that distance varying exponentially). The distribution of event directions may be isotropic, or in a beam, or in a cone, or the proper distribution for events arising from the neutrino interactions within the detector. Various direction distributions that arise as a result of calibration source geometries may also be generated. The energies of the events may be drawn from a Čerenkov energy spectrum, or from a charged current or electron scattering distribution, with or without the expected MSW distortion. The energies may be distributed according to a neutral current spectrum, or a Maxwell-Boltzmann thermal spectrum, or they may be fixed. They may also be drawn from $\beta$ and $\beta$-$\gamma$ decay spectra. The time associated with the start of an event may be fixed, or be distributed uniformly between two times, or their distribution may be exponential in character when taken from a fixed time, or from the time another particle was generated. It may be Gaussian, with cutoffs, or it may be in accordance with the event distribution for solar neutrino events within the detector.

There is no shortage of possible event distributions which the SNOMAN program is capable of simulating. Further detail can be found in [89].

7.2.3 Gamma and $e^\pm$ Transport, and Čerenkov Photon Transport and Detection, and Detector Triggering

SNOMAN is equipped to propagate $e^\pm$ and $\gamma$ particles. It does so using the routines provided by the EGS4 (Electron Gamma Shower) code system. The electron/positron transport simulation includes the following effects:

1. Bhabha ($e^+e^-$) and Møller ($e^-e^-$) scattering;
2. Bremsstrahlung production;
3. continuous energy loss for charged particles;
4. multiple scattering of electrons using Molière theory;
5. positron annihilation.

while the $\gamma$ transport simulation includes:

1. Compton scattering;
2. pair production;
3. the photoelectric effect (only the primary generated electron is considered).
The creation and propagation of Čerenkov particles is handled separately - absorption, boundary interactions, and Rayleigh scattering are included [63, Chapter 4]. Bowler [126] has shown that the single and multiple scattering suffered by electrons in water has no significant effect on Čerenkov light output. In addition, Lay and Bowler [127] have shown that the average angular distribution of electrons resulting from their multiple scattering as described by EGS4 agrees closely with the result of the formalism of Goudsmit and Sauderson. This is significant because the angular distribution of Čerenkov photons is a direct result of that of electrons.

Lay [63] has modelled the Hamamatsu R1408 photomultiplier and concentrator arrangement (see Chapter 3 for more detail) and this is included in the SNOMAN simulation. The SNOMAN program does not currently take account of individual PMT quantum efficiencies (which is intended here to be interpreted in the loose sense of Chapter 2) or the data acquisition electronics (DAQ) calibration. It currently simulates the average properties of a phototube, and work on a full PMT and DAQ calibration simulation is in progress. The mechanism of the SNO trigger is simulated; SNOMAN searches a time window of 100ns for a number of hits in excess of a hardware threshold and declares a global trigger in the same manner as will the detector hardware during the operation of the detector.

7.3 Obtaining Physical Results from a Computer Code

7.3.1 Neutrons and the Monte Carlo Mechanism

This section will explain how it is that physical results pertaining to the transport of neutrons can be obtained from a computer program. The neutron is a heavy uncharged hadron with a magnetic moment. When passing through non-magnetic media, the forces that act upon the neutron are of nuclear origin. These forces are of extremely short range when compared to a typical inter atomic spacing (10^{-15}m compared with 10^{-10}m), and nuclear radii are themselves small when compared to atomic radii (a ratio of 10^{-4} is not untypical): it follows that [97]:

1. the motion of neutrons can be described it terms of its collisions with atomic nuclei;
2. these collisions are well defined events in space and time, with definite outcomes;
3. between collisions, the velocity of the neutron is a constant;
4. in general mutual collisions between neutrons can be ignored;
5. for a neutron travelling at a given speed through a given medium, the probability of interaction per unit path length is a constant;
6. the neutron(s) emerging from a collision do so at the point where the collision took place.

Thus the neutron moves directly from one nuclear collision to another. The computational analogue of the neutron’s life is conceptually straightforward, the following cycle is repeated until the neutron is captured:

1. calculate the neutron’s mean free path (λ) in the medium;
2. randomly sample the neutron’s step length (S) to the next interaction;
3. find the distance to the next media boundary (D), in the direction of the neutron’s motion;
4. if S<D then propagate the neutron a distance S, and simulate a neutron interaction. If (D<S) then propagate the neutron a distance D to the medium’s boundary, and look up the n-transport related properties of the next medium.

It is only the difficulty in preparing comprehensive data sets with which to calculate neutron cross sections and simulate neutron collisions with the nuclei in a medium that make the preparation of an analogue neutron transport code a non-trivial task. What is meant by ‘analogue’ in this context will be explained in a moment. Simulation of a neutron history is the simulation of the physical processes of a neutron’s ‘birth’, transport, and ‘death’. Exactly what constitutes the ‘birth’ and ‘death’ for a simulated neutron depends upon the circumstances of the simulation. In the SNO experiment, every neutron is potentially capable of being captured in the heavy water and triggering the detector. In the SNOMAN program therefore, the ‘birth’ of a neutron is any process that introduces a free neutron into the detector, and the ‘death’ of a neutron occurs only when a neutron is captured by an (n,γ), (n,α), (n,p), or some...
other similar zero-neutron-out process. A computer code that carries out neutron transport calculations by iterating through the computational analogues of many neutron histories is known as an ‘analogue’ code. The SNOMAN code is an analogue code in all respects. This reflects the fact that the number of signal events expected in the SNO detector in a year is numbered in the thousands (see Chapter 2), and hence several years of detector running can be simulated in detail with the CPU time available in a few calendar days. Physical results are obtained from such codes by the analysis of the neutron histories for experimentally relevant criteria. In the SNO experiment, neutrons may be observed if they 1; (n,γ) capture at thermal energies onto a small selection of nuclei (D and Cl in particular), provided the capture event exceeds some threshold value for the number of phototubes reporting hits, or 2; (n,p) capture in the NCDs. The SNOMAN code reflects this process; each neutron history, coupled with its consequential γ and Čerenkov photon transport, is analysed. Any simulated phototube or NCD hits are then reported just as they would be in the SNO experiment. In addition to direct simulation of the SNO experiment, the SNOMAN code is also capable of reporting simulated results that could not be learned directly from the detector.

Unfortunately for the addition of a neutron transport capability to the SNOMAN program, the analogue mechanism is not appropriate for Monte Carlo codes simulating neutron-rich environments, including nuclear reactors. This is because the number of neutron histories that would need to be simulated is prohibitive in terms of the CPU usage required. Neutron transport Monte Carlo codes used in reactor design and simulation are the most comprehensive and accurate n-transport codes available - and all of them make use of so-called non-analogue methods. The distinction between analogue and non-analogue codes will be discussed in the next section.

7.3.2 Analogue versus Non-Analogue

An analogue code is one in which each neutron history is the computational analogue of one possible neutron history. An analogue code attempts to simulate each stage of the physics of neutron transport as closely as possible. Figure 7.1 contains a 2-dimensional representation of a possible neutron history. Each stage of the history can be understood in terms of the rules given earlier in Section 7.3.1. The landmark events in the history are:

1. the neutron, approaching along a bearing θ with an initial energy $E$, suffers an inelastic scattering reaction, $I_1$. As a result of the interaction $I_1$, the neutron is scattered through an angle $φ_1$, and emerges on a bearing $θ_1$ with energy $E_1$. A γ-ray is emitted from the struck nucleus.
Figure 7.2: The computed history is a weighted sum of a number of possible neutron histories.

2. The neutron is scattered elastically at \( I_2 \) through an angle \( \phi_2 \), and subsequently has a bearing \( \theta_2 \) and energy \( E_2 \).

3. The neutron is scattered elastically at \( I_3 \) through an angle \( \phi_3 \), and subsequently has a bearing \( \theta_3 \) and energy \( E_3 \).

4. The neutron passes through a media boundary (region 1 \( \rightarrow \) 2). The dashed line indicates that an extensive section of the history has been omitted for brevity. The neutron enters region 3.

5. The neutron is captured by an \((n,\gamma)\) interaction at \( I_4 \).

Any analogue code suffers from one major drawback. It is that if only a very small percentage of all simulated events are important, then collecting data about those important events can be very time consuming, necessitating as it does the simulation of large numbers of unimportant events. To take an example from the history described above, if the analogue Monte Carlo is being run to determine the distribution of capture events, then each neutron history yields only 1 such event, and many events need to be run to build up a meaningful distribution. The advantage to the analogue method is that the statistics applicable to it are extremely simple, and the interpretation of data is unambiguous.

To overcome the major drawback of the analogue method, non-analogue methods have been devised. A non-analogue code increases the number of histories in important regions of the neutron phase space whilst reducing their weight, or it may decrease the number of histories in unimportant regions of the phase space whilst increasing their weight, or both. Increasing the number of histories decreases the statistical error on quantities derived from those histories. Changing the weights associated with each history allows meaningful probabilities to be extracted from the Monte Carlo results. For example, suppose a user of the SNOMAN program was interested in what happens to the neutrons released into the SNO detector following the photodisintegration of the deuteron by \(^{208}\text{TI}\) contaminating the acrylic vessel. On average, 1 photodisintegration occurs for every \( \sim 1358 \) \(^{208}\text{TI}\) decays in the acrylic vessel. To collect 100 such events using the analogue version of SNOMAN would require a total of \( \sim 135800 \) simulated events. If SNOMAN had been written as a non-analogue code (which is not the case), the user might choose to emit not 1 but 10 neutrons from a photodisintegration event, each with 1/10th the weight of the incoming photon (which must be 1 if no other non-analogue game is being played). The advantage of this non-analogue game is very clear; the average number of neutron histories simulated per \(^{208}\text{TI}\) decay event has been increased. The disadvantage is just the opposite; fewer \((\gamma,n)\) events occur for each neutron, and therefore if the nature of the neutron history after the photodisintegration event is heavily dependent on the position of the \((\gamma,n)\) event in the detector, then running fewer such events may result in the introduction of a significant bias into the results obtained from the Monte Carlo. To
summarise; non-analogue games increase the rate at which data can be acquired by a Monte Carlo at the risk of introducing a bias into the results. Data interpretation may also become complicated if a large number of non-analogue games are being played at the same time.

To simulate physical neutron transport as accurately as an analogue code, a non-analogue code must contain the same information about the neutron transport process, including the scattering and capture of neutrons. Figure 7.2 contains a 2-dimensional representation of a possible non-analogue neutron history. The history contains a number of examples of the type of non-analogue techniques that can be used. The examples given are not exhaustive, and have no special significance. The figure shows the underpinning of the non-analogue method by the analogue method. The salient differences between the analogue and non-analogue methods demonstrated in Figure 7.2 are:

1. Each stage of the neutron history is accompanied by a weight, $\omega_i$. The weight may be used in a variety of ways, one example of which is implicit capture. Implicit capture is used to build up a comprehensive picture of the capture distribution of neutrons in a relatively small number of histories. In implicit capture, each neutron-nucleus interaction has 2 outcomes: scattering and capture. The scattered neutron has its weight reduced by the probability for scattering, such that the new weight, $\omega_{s,i}$, is related to the old, $\omega_{i-1}$, by the formula $\omega_{s,i} = \omega_{i-1} \cdot \sigma_s / \sigma_t$. The capture event has the weight $\omega_{c,i} = \omega_{i-1} \cdot \sigma_c / \sigma_t$. Probability is conserved, since $\omega_{s,i} + \omega_{c,i} = \omega_{i-1} \cdot (\sigma_s + \sigma_c) / \sigma_t = \omega_{i-1}$.

2. Each neutron interaction is accompanied, whether the interaction calls for it or not, by a weighted $\gamma$-ray emission. The actual emission is independent of the interaction that takes place, and has a weight $\omega_{\gamma,i} = \omega_{i-1} \cdot \sigma_\gamma / \sigma_t$, where $\omega_{i-1}$ is the weight of the incoming neutron, and $\sigma_\gamma / \sigma_t$ is the probability that $\gamma$-rays will be emitted. Once again, this enables $\gamma$-ray distributions to be built up rapidly.

3. The transition between regions 1 and 2 involves splitting. That is to say that where a single neutron of weight $\omega_{i-1}$ was propagated just inside Region 1, two neutrons of equal weight $\omega_{1,i} = \omega_{2,i} = \omega_{i-1}/2$ are propagated through Region 2. These neutrons are initially the same in all respects, but once the splitting has taken place, the two histories develop independently of one another.

4. The transition between regions 2 and 4 involves the termination of one of the neutron paths. This termination might take place because the weight of the neutron was below some cut-off, or because a non-analogue method known as Russian roulette was being employed (in Russian roulette, a fraction $f$ of all the neutrons are terminated at random, and those that remain have their weight increased by a factor $1/f$), or because the region is a region of no importance. All these methods are used in order to avoid allocating excessive computer time to low priority regions of the neutron phase space.

5. Finally, the interaction in Region 3 results in a neutron whose weight is now so low as to fall below some cut-off. The neutron path is terminated without further ado. Note that in non-analogue simulations where implicit capture is used, elimination by weight cut-off or some other non-physical termination is the only mechanism by which neutron histories finally end.

Non-analogue methods are best suited to the simulation of neutron rich situations, where individual events are not expected to be observed. Analogue simulations are most suited to situation in which each neutron event has a reasonable chance of contributing to an observation. Analogue methods are suitable for use with the SNOMAN program.

### 7.4 Choice of Neutron Transport Code

SNOMAN is an analogue program. It is also intended for use by a large collaboration, and any interested party must be capable of verifying that SNOMAN works as it is intended to. SNOMAN is intended for simulation and/or analysis of every significant event within the SNO detector. These general requirements lead to specific demands that the neutron transport code must meet (a similar set were first given by Lay [63. Chapter 4] in another circumstance; they still apply):

1. the neutron transport code must be well documented, both in its original form, and in its implementation in SNOMAN;

2. the neutron code must be capable of simulating all the neutron physics that may occur in the SNO detector (see Chapter 6);
3. the neutron code must be correct on an event by event basis, not merely on average;

4. the neutron code must be an analogue code to be used in SNOMAN;

5. the neutron code must have been widely tested and accepted.

This last requirement arises because there is no possibility that so large a subject as neutron transport can be fully tested, i.e. real experiments compared with simulations, by the authors of SNOMAN. Therefore, a neutron transport code can only be selected if it has already undergone extensive testing. This does not mean that the implementation of the neutron transport code in SNOMAN will not be tested against calibration sources that emit neutrons, but rather that these tests will only involve neutron capture distributions.

### 7.4.1 Introduction of MCNP

Of all the neutron transport codes available, one stands out as the most useful to SNOMAN. It is MCNP (Monte Carlo N Particle) [88], a well known transport code developed at Los Alamos National Laboratory, which describes itself as follows;

"MCNP is a general-purpose Monte Carlo N-Particle (MCNP) code that can be used for neutron, photon, electron, or coupled neutron/photon/electron transport ... Pointwise cross-section data are used. For Neutrons, all reactions given in a particular cross section evaluation (such as ENDF/B-VI) are accounted for. Thermal neutrons are described by both the free gas and $S(\alpha,\beta)$ models."

MCNP will not be used for anything other than neutron transport. MCNP is not only unsuited to $e^\pm$ and $\gamma$-ray transport in SNOMAN due to its non-analogue nature, but it has also been superseded by the EGS4 (Electron Gamma Shower) code system [63, Chapter 4], [65].

MCNP is particularly attractive because of the widespread verification and usage it has received at many research establishments around the world (particularly those involved with weapons and reactor design), and because of its extremely sophisticated handling of thermal neutron transport generally and the molecular effects in H$_2$O and D$_2$O in particular, without which no accurate simulation of neutron transport in the SNO detector could be carried out. Appendix E describes how MCNP handles neutron transport. It also contains information relating to the choice of data tables for the use of MCNP with SNOMAN, and the sampling processes used by MCNP.

MCNP is primarily intended as a non-analogue Monte Carlo which is capable of being run in an analogue mode. To achieve this, MCNP has a set of physics-related routines that form the analogue core of its simulated transport method. As a result MCNP is capable of simulating a history similar to that detailed in Figure 7.1 and the associated discussion in all but one respect. It does not correlate the $\gamma$-ray emission of any nucleus involved in the simulated neutron history with the interaction of the neutron with that nucleus. This makes no sense in an analogue code, but is one of the freedoms allowed to a non-analogue code. MCNP does however correctly indicate which $\gamma$-emitting interaction should follow inelastic scattering, and when $(n,\gamma)$ capture occurs. This information can be used by additional routines in SNOMAN to simulate the emission of the appropriate $\gamma$-rays. Brice [122] has prepared routines that simulate the $\gamma$-ray emission after $(n,\gamma)$ capture upon the isotopes $^1$H, $^2$H, $^{35}$Cl, and the 5 stable isotopes of nickel. $\gamma$-rays from inelastic scattering are not yet simulated in SNOMAN. This is not a significant problem (see Chapter 6).

### 7.5 The Addition of MCNP to SNOMAN

The addition of MCNP's neutron transport capabilities to SNOMAN presented a significant challenge for the author of this thesis. This is because the two programs have a number of very significant differences, despite the fact that they are both written in the same computer language (FORTRAN77). The major differences between the two programs are;

1. that the two programs operate different memory models; and,

2. that MCNP and SNOMAN use different code to calculate cross sections and select interactions; and,

3. that MCNP contains a large quantity of code that is not required in the SNOMAN neutron transport routines.
These differences meant that almost every line of code used in MCNP had to be altered for use in SNOMAN, and that large parts of the MCNP code were rewritten from scratch. A brief description of the differences follows.

7.5.1 Different Memory Models

SNOMAN and MCNP both contain mechanisms whereby they can overcome FORTRAN77s most limiting shortcoming - FORTRAN77 does not contain any mechanism for dynamic allocation of memory. Most modern computer languages have built into them the ability to respond to a request for memory at any point in the program. This capability allows a program to respond to memory demands that are unknown when the program is compiled. Without this capability neither SNOMAN nor MCNP could function without repeated compilation, which is costly in terms of time and disk space for both of these programs. This is because both programs load in data from files which are selected at run time by the user.

MCNP overcomes the lack of dynamic memory allocation in FORTRAN77 by including an extremely large array in the program code, which is then compiled. The array is used as a storage space for the whole of the MCNP program, and consequently MCNP maintains a very large number of pointers that inform it where particular pieces of information can be found in the array. Should the array prove to be too small, its size can only be changed by recompiling the MCNP program.

SNOMAN makes use of the ZEBRA [144] program to manage dynamic memory allocation and the associated information pointers for it. ZEBRA was chosen for the task because;

1. its memory allocation and referencing procedures are relatively simple, allowing ZEBRA non-experts to use them once it was installed in SNOMAN; and,

2. it is maintained by CERN; and,

3. it is available for several different computer hardware platforms; and,

4. it provides platform independent binary file formats for input and output; and,

5. it provides a limited fault reporting and recovery procedure.

The selection of ZEBRA for use in SNOMAN occurred some time before the neutron transport code was added, and forms a core part of the code. Unfortunately, SNOMAN’s use of ZEBRA to allocate and access memory during program execution make it very different from MCNP.

The differences in memory allocation between SNOMAN and MCNP mean that every piece of information that must be obtained from an MCNP data table by SNOMAN is obtained from it using different FORTRAN77 code than is used in the MCNP program. The result is that every line of MCNP that was used in SNOMAN that accessed a nuclear data table had to be modified. In addition, SNOMAN’s use of ZEBRA to read in data meant that all the MCNP data files had to be converted to a format compatible with ZEBRA.

7.5.2 Different Calculation of Cross Sections and Other Matters

The SNOMAN neutron transport code obtains information about the current medium through which a neutron is being propagated in a way that is very different from MCNP. In addition, as was explained in the previous section, SNOMAN accesses nuclear data tables in a different way. Therefore it was decided to rewrite (rather than translate) the routines used in MCNP for the calculation of interaction cross sections for the SNOMAN program. This was felt to be quicker than making extensive modifications to the routines already provided in MCNP. It was also felt that the nature of the task, that of calculating cross sections by linear interpolation between tabulated points on a graph of \( \sigma(E) \), was sufficiently simple that it could be reproduced in SNOMAN without error. Code was also written to select an interaction based upon the cross sections calculated by SNOMAN. This code was closely modelled on the equivalent code in MCNP.

The routines in MCNP that change between the laboratory, target-at-rest, and centre-of-momentum frames, and that control the resolution of an interaction were rewritten for SNOMAN. The routines in MCNP that select \( E_{out} \) and \( \theta_{scattering} \) from data provided in the MCNP nuclear data tables were translated for use in SNOMAN.
7.5.3 Different Program Structures and Capabilities

MCNP contains code in its neutron physics routines specific to its non-analogue nature that has no place in the SNOMAN program. This code is usually concerned with either the tallying process whereby the program records neutron fluxes or energy depositions, or the elimination of particles through non-analogue games, or both. This code must be recognised and removed from MCNP physics-related routines before they can be used in the SNOMAN program. In addition, MCNP and SNOMAN have different error reporting and error recovery mechanisms. Every piece of code in the MCNP physics routines that reports and error must be understood, and either discarded or replaced by appropriate code in SNOMAN.

MCNP is an extremely large program. The majority or the code contained within it is related to interpreting the problem geometry specified by the user to the program, to the non-analogue games that MCNP can be used to calculate, and to the tallying process and related statistics. These portions of MCNP are not used in SNOMAN because it provides its own geometry, because it is not a non-analogue code, and because it does not record tallies or do any statistical bookkeeping.

7.5.4 Summary of Status of MCNP in SNOMAN

The large number of changes made to sections of MCNP before they were used in SNOMAN meant that MCNP had to be understood in enough detail to understand exactly how it transports individual neutrons, and to distinguish necessary and unnecessary pieces of code. To give an idea of the magnitude of this task, it suffices to say that MCNP has been under development since 1965, and contains \( \approx 40000 \) lines of FORTRAN77 code, most of which has not proved useful in SNOMAN.

The neutron code written for SNOMAN by the author of this thesis represents 8415 lines of code and comments, about half of which is FORTRAN77 code. Each SNOMAN neutron transport routine had to be either written from scratch, or based upon an equivalent routine in MCNP, or transposed from MCNP, or translated from code contained within MCNP. The great majority of code from MCNP had to be translated rather than simply transposed.

The vast number of changes made raised the possibility that SNOMAN no longer reproduces the results of MCNP. During the process of adapting MCNP for use with SNOMAN, a comprehensive set of verification programs were prepared to test SNOMAN against MCNP. The comparison was sufficiently complex that it was initially used to provide clues as to the whereabouts of ‘bugs’ in the SNOMAN n-transport code. When the verification routines were no longer capable of finding differences between SNOMAN and MCNP, they were greatly extended, and new verification techniques were introduced. All the n-transport verification techniques are the subject of the next chapter, Chapter 8, where it is shown that SNOMAN does reproduce the results of MCNP. The parallel development of the SNOMAN n-transport code and the verification process and the subsequent extension of that process took approximately 12 months.

7.6 Conclusion

In this chapter, the gross capabilities of the SNOMAN program that is used to simulate the SNO detector have been discussed. The use of computer codes to obtain physical results, and the difference between the analogue and non-analogue methods of computational neutron transport have been examined.

The selection criteria that a code must satisfy in order to be used in SNOMAN to simulate neutron transport have been outlined. The choice of the MCNP program to simulate neutron transport in SNOMAN has been explained, and the difficulties encountered in adding the n-transport capability of MCNP to SNOMAN described. The use of MCNP in SNOMAN is felt to be worthwhile despite the difficulties encountered because the SNOMAN program, with the addition of the MCNP code, is capable of simulating all the important physics of neutron transport in the SNO detector. In the next chapter, the accuracy of the n-transport code will be examined.
Chapter 8

Verification of the Neutron Transport Code

8.1 Introduction

SNOMAN contains the neutron transport code in MCNP, as described in Chapter 7. This chapter is intended to address two questions, namely:

1. does SNOMAN faithfully reproduce the physical results of MCNP?

2. How accurate a model of experimental physics is MCNP (and hence SNOMAN)?

The first question was raised in Chapter 7 in response to the large number of changes made to the MCNP code transferred into SNOMAN, but there is a larger issue to hand. The verification of the SNOMAN n-transport code that is presented in this chapter is part of a much larger effort to provide evidence that the SNOMAN code does in fact do what it is intended to do. The use of formal verification procedures as well as the comparison of Monte Carlo with calibration data to demonstrate the verity of results produced by a Monte Carlo code is in line with the increasingly important part that Monte Carlo codes play in the interpretation of experimental data. The formal verification of SNOMAN was undertaken following demands by the SNO collaboration, and follow on from similar demands that the neutron transport code be demonstrated to work. These demands were initially made because of the importance of the neutron transport simulation to the analysis of the SNO experiment.

There are two general types of verification that can take place; a direct comparison between Monte Carlo and physical results, and tests to determine the sensitivity of analyses that are completed with the help of a Monte Carlo to systematic errors in that Monte Carlo. To test the sensitivity of an analysis that uses SNOMAN to systematic errors a parameter within SNOMAN would be artificially altered and the analysis repeated. A comparison of the results of the two analyses can then take place. Analyses that use SNOMAN are being tested in this way, but no such test will be presented here. In this chapter, the SNOMAN n-transport code is compared directly or indirectly to a number of physical results.

8.2 Purpose

In this chapter, the verification of the neutron transport code will be described in detail. This verification will proceed in four stages:

1. Discussion of experimental verifications of MCNP.

2. Proof that the neutron transport code in SNOMAN meets its design criteria (to reproduce n-transport results from MCNP).

3. Values from SNOMAN will be obtained for a representative set of physical quantities.

4. A comparison of the SNOMAN code with the diffusion equation.

Finally, an attempt will be made to estimate the theoretical error associated with results produced using the neutron transport code.
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8.3 Experimental Verification of MCNP

First, it should be noted that MCNP is supplied with 20 test input and output data sets that, when successfully completed, assure the user of the code that he or she is in possession of the correct version of MCNP and its principal data tables, and that no errors are present. These tests have been completed on that version of MCNP used to prepare and test SNOMAN. All users of MCNP have access to this benchmark code.

Despite the widespread use of MCNP, very little material is available in the literature that makes direct comparisons between the results of MCNP and experiment. What there is does not always pertain to the aspects of MCNP that will be used by the SNOMAN program. For example, a benchmark of the photon transport capabilities of MCNP has been carried out [105], but in SNOMAN, EGS4 [65] has been preferred over MCNP for photon transport. The dosimetry capabilities of MCNP have also been tested [106], but once again these capabilities will not be used in SNOMAN.

An experiment to test MCNP in a regime similar to that which will be found in the SNO detector has been done by Wang et al. [104]. The experiment determined the efficiency of a $^6$Li-glass moderating neutron detector with both mineral oil and Lucite acting as the moderator. The experimental setup of the detector is shown in the schematic diagram in Figure 8.1. The detector makes use of the thermal capture of neutrons on $^6$Li;

$$n + ^6\text{Li} \rightarrow t + \alpha + 4.76\text{MeV} \quad (8.1)$$

which occurs within the glass scintillator. Neutrons were emitted from a fissionable $^{252}$Cf source, releasing an average of 2.75 neutrons per fission. This choice of source is fortuitous, since the $^{252}$Cf source will be used within SNO itself. Wang et al. also used a Van de Graaff accelerator to produce 1.2MeV neutrons from the $t(p,n)$ reaction, but they conclude that the data for the 1.2MeV neutrons is unreliable, due to the instability of the proton beam in the Van de Graaff accelerator. Henceforth, this discussion will concentrate upon the $^{252}$Cf source.

Wang et al. run their experiment with and without the $^{252}$Cf source in order to subtract backgrounds and calculate the experimental ratio of the detector counting rates with the two moderators, $R_E = E_{\text{Lucite}} / E_{\text{Oil}}$. They repeat these calculations using the MCNP program which results in a value for the
<table>
<thead>
<tr>
<th>Moderator</th>
<th>Experimental Rate</th>
<th>Calculated Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lucite</td>
<td>352820 ± 1140</td>
<td>0.0798 ± 0.3%</td>
</tr>
<tr>
<td>Mineral Oil</td>
<td>450870 ± 1120</td>
<td>0.1017 ± 0.3%</td>
</tr>
</tbody>
</table>

Table 8.1: The results of Wang et al. See text for further explanation.

same ratio, $R_{MCNP}$. Their raw results are given in Table 8.1, in which the unnormalised experimental rates for neutron capture in the glass scintillator is shown beside the MCNP estimates of the glass scintillator n-capture efficiency.

Wang et al. define the relative error in the MCNP result as;

$$\text{Relative Error} = \frac{R_{E} - R_{MCNP}}{R_{MCNP}},$$  \hspace{1cm} (8.2)

and they conclude that the relative error in the ratio of the efficiencies calculated by MCNP is $(0.3\pm0.6)\%$. A relative difference of the efficiencies of mineral oil and Lucite can also be defined;

$$\text{Relative Difference} = \frac{E_{Oil} - E_{Lucite}}{E_{Lucite}}.$$  \hspace{1cm} (8.3)

The experimental relative difference in efficiencies is $0.278 \pm 0.005$, whilst MCNP’s prediction of this value is $0.274 \pm 0.005$. The relative error on the relative difference is $1.5 \pm 3\%$. Since the relative difference in the absolute efficiencies can be determined at the $3\%$ level, it can be inferred that the absolute efficiencies are themselves accurate at this level.

Wang et al. [104] have experimentally verified MCNP in just the regime we require; the neutron transport in their experiment is dominated by moderation events involving carbon and hydrogen. They conclude from their results that MCNP is most accurate when a ratio of efficiencies is calculated (the error is significantly less than $1\%$), but that when it is used to determine an absolute efficiency, it is still adequate (at the $3\%$ level). Wang et al. used MCNP version 3 – the version used in SNOMAN, version 4a, was not available to them. This is not thought to compromise the validity of their results in the context of SNOMAN, since the transport physics contained within the two versions is the same.

8.4 Testing the Neutron Transport Code With Respect to its Design Criteria

8.4.1 The Design Criteria

The principal design criteria for the neutron transport code is that it match exactly the results produced by its parent code MCNP. Once this has been established, all the benefits of the thorough testing and widespread use of MCNP could be said to apply to the neutron transport in SNOMAN. That is one of the greatest benefits to be had from the use in SNOMAN of the neutron transport code used in MCNP.

8.4.2 Introduction to Testing

The computational analogue of a neutron history proceeds in discrete stages, as discussed in Sections 7.3.1 and E.1. As a result at each stage of the neutron’s history, independent of any other, the immediate future of the neutron is decided on the basis of a number of physical parameters. These are:

1. The mean free path of the neutron in its current medium.
2. The relative partial cross sections for all possible reactions.
3. The energy-angle spectrum of each possible reaction.

All these quantities are assumed to be taken in the laboratory (LAB) frame. Provided that MCNP and SNOMAN can be demonstrated to produce similar distributions for each of these quantities then MCNP and SNOMAN can be regarded as predicting the same physical results. There is one caveat; it is that SNOMAN and MCNP must both have the property that each stage in a neutron’s history is independent of those that have preceded it, at least with regard to the quantities listed above. This point will be addressed later.
MCNP was modified to allow details of individual stages of the neutron’s history to be extracted from the program. These modifications did not change any aspect of MCNP’s neutron transport properties, rather, they added a previously non-existent output capability to the program. In addition, a new random number generator was added to MCNP to facilitate the rigorous testing that was to take place. This is the random number generator of Marsaglia, Zaman, and Tsang as described by James [102], and used in SNOMAN. The most attractive properties of this generator are the guaranteed independence of the random number sequences resulting from different initial seeds, and the long period of the sequences themselves.

The quantities that were compared were not those listed above. For reasons of simplicity, the following outputs were extracted from MCNP and SNOMAN for the initial stage of each history (the \(i\)th such history):

1. the step length, \(d_i\),
2. the identity of the target nucleus, \(T_i\),
3. the interaction type, \(R_i\),
4. the emitted neutron’s energy, \(E_i\), and
5. the cosine of the angle between the initial neutron and the emitted neutron, \(\cos \theta_i\),

and it is the distributions of these five quantities that were compared. This list differs from that given earlier because the energy and angle distributions from MCNP and SNOMAN are compared independently, and the correlated energy-angle distributions from MCNP and SNOMAN are not compared at all. To ensure that the correct energy angle correlations were being reproduced, a small number of distributions such as that seen later in this chapter were obtained and examined for gross systematic errors in the energy-angle correlations. These examinations were not quantitative. Figure 8.2 gives a pictorial representation of the results that were gathered from the MCNP and SNOMAN programs. Otherwise the list given above does allow a direct comparison of the mean free paths and the partial interaction cross sections from MCNP and SNOMAN.

Neutrons were generated isotropically and at a fixed energy in a practically infinite medium. The six media used were pure hydrogen, deuterium, carbon, and oxygen, SNO quality heavy water, and acrylic (these last two materials are a composite of some of the others). The energies at which this test was
carried out were 10MeV, 1MeV, 100keV, 10keV, 1keV, 100eV, 10eV, 1eV, 10^{-1}eV, 10^{-2}eV, 10^{-3}eV, and 10^{-4}eV. On average 10000 neutrons were started as part of each test. Each test was repeated five times. The total number of possible comparisons between data sets from MCNP and data sets from SNOMAN is 1800, but in actual fact due to the simplicity of some of these tests, only 1395 contribute non-trivial results.

8.4.3 The Statistical Comparisons

For each quantity, at each energy, and in each medium, a distribution from MCNP and a corresponding distribution from SNOMAN was prepared. The angle, energy, and step length distributions output from the two programs were then compared using the well known Kolmogorov-Smirnov (KS) test [103, Ch.14]. The advantages accrued in using this test are:

1. That it is a bin-free test mechanism.
2. That the results of the test are not affected by a transformation of the axis upon which the data lie.

This test was adopted because the principal alternative, the $\chi^2$ test for the comparison of two binned distributions, is sensitive to the binning to which the distributions needed to be subjected before the test could be carried out. It was decided to avoid using a statistical test that required binning except where the data was itself drawn from a binned distribution.

The Kolmogorov-Smirnov test is applicable to continuous distributions that are a function of a single independent variable, and hence to the situation at hand. The test uses the maximum value of the absolute difference between the cumulative distribution functions of the data sets that are being compared as the measure of their "overall" difference. Unfortunately, the Kolmogorov-Smirnov test is applicable only to distributions where a cumulative distribution defined from:

$$S_n(x) = \begin{cases} 0 & x < x_1 \\ \frac{i}{n} & x_1 \leq x < x_{i+1} \\ 1 & x > x_n \end{cases}$$

exists, where the $x_i$ are ordered in increasing magnitude, there being $n$ observations in the sample. This explicitly excludes distributions where $x_i = x_j$, $i \neq j$, and therefore the KS test is not applicable to binned distributions. This is contrary to expectation if one considers a binned distribution as one possible limit of a continuous distribution.

MCNP (and hence SNOMAN) reproduces the behaviour of neutrons at thermal energies using an $S(\alpha,\beta)$ scattering formalism for select nuclei (see Appendix E). One consequence of this formalism is that for a fixed incident energy $E_i$, the output neutron's energy is selected from a small number (typically four or eight) of equi-probable final state energies ($E_{i,j}$). The part of the final state energy-angle spectrum that arises from the use of the $S(\alpha,\beta)$ formalism is known as "discrete", and it is equivalent to a binned distribution. The Kolmogorov-Smirnov test was applied only to the continuous part of the energy and angle spectra. The $\chi^2$ test for the equivalence of two binned distributions was applied to the discrete part of these spectra. The distribution of reaction and target types falls naturally into discrete bins, and hence the $\chi^2$ test was also used in these instances.

Approach to Gaussian Statistics in the $\chi^2$ Tests

The $\chi^2$ test for the equivalence of two distributions was applied to all the distributions that lent themselves to a binning procedure. This included the discrete parts of the energy and angle spectra at thermal energies, and the reaction and target data at all energies. SNOMAN and MCNP could have been operated to produce data for a fixed number of events, however this would have meant that the statistics applicable to the resultant bin content were those of a multinomial distribution, rather than those of a Gaussian distribution. SNOMAN and MCNP were instead operated in a regime where the total number of events in a data set was allowed to vary according to Poisson statistics. It is shown in Frodesen et al. [103, Section 4.4.3] that when binomial statistics apply to events within a data set, and the total number of events in that data set are allowed to vary according to Poisson statistics, then the underlying distribution of events in a bin is also Poisson. The proof is sufficiently central to the tests that have been conducted to be given for the multinomial case in Appendix F. In order to achieve nearly Gaussian statistics in each and every bin, bins of small content were summed so that no bin contained less that 30 events.
Identifying Bins in the Discrete Spectra

Before a $\chi^2$ test can be applied to the discrete (artificial) part of the energy or angle spectra, it is necessary to bin the data. Because the spectra are discrete, only a small number of values should arise in the data. These values should be the same in SNOMAN and in MCNP. This is not the case. MCNP uses “FORTRAN DOUBLE PRECISION” precision throughout, whilst SNOMAN uses “FORTRAN REAL” precision in reading and writing values that form part of a neutron’s history, such as a set of direction cosines, and “FORTRAN DOUBLE PRECISION” precision for all intermediate calculations of that history. This leads to differences in the values input and output by SNOMAN and MCNP. Differences in the output were most significant for the output value of $\cos \theta$, which is calculated using the direction cosines from before and after an interaction;

$$\cos \theta = u_x v_x + u_y v_y + u_z v_z \quad .$$  (8.5)

Differences in the input arise when SNOMAN represents an initial energy of $1.000000000 \times 10^{-8}$ as $E_{\text{SNOMAN}} = 0.999999999 \times 10^{-8}$, whilst MCNP represents it correctly. For energies where an $S(\alpha, \beta)$ table will not be used ($> 4.46 eV$), this difference is of no importance. This is reflected in the results of the KS tests that are carried out for high energies. However, at low energies, the difference becomes significant because of artificial energy boundaries in the $S(\alpha, \beta)$ tables. For a complete explanation of the $S(\alpha, \beta)$ tables, the reader is referred to Appendix E. For now, it is sufficient to note that for incident energies in SNOMAN and MCNP that straddle the boundary, i.e. when;

$$E_{\text{SNOMAN}} < E_{\text{BOUNDARY}} \leq E_{\text{MCNP}} \quad ,$$  (8.6)

the SNOMAN program will select final state energies from the set $E_{i,1}, E_{i,2}, \ldots, E_{i,N}$, whilst the MCNP program will select from a different set $E_{i+1,1}, E_{i+1,2}, \ldots, E_{i+1,N}$. Hence the results of the two programs will no longer be drawn from the same set of values, and will be quantitatively different.

The input and output problems were overcome in a similar manner. A precision degrading filter was added to MCNP, filtering the data that was input into it to ensure that the precision of the input was lowered to that of SNOMAN. The lowered the numerical precision from 1 part in $10^{10}$ to 1 part in $10^5$, both of which are adequate for the simulation of analogue neutron transport. This was done with FORTRAN code of the following form;

```fortran
DOUBLE PRECISION V
REAL Q
Q = REAL(V)
V = DBLE(Q)
```

where $V$ is the variable that is being input into MCNP, and $Q$ is the filter variable. The numerical precision maintained in $V$ ($\sim 10$ digits) is about double the number of digits in $Q$ ($\sim 5$ digits). A similar filter was applied to MCNP’s direction cosines before they were used to calculate and output $\cos \theta$, and to the output of the final state energy. As a result of these changes, MCNP was operated in a manner similar to that of SNOMAN, its inputs and outputs being degraded in precision with respect to its intermediate calculations.

After degrading the precision of MCNP to match that of SNOMAN, the output of the two programs could be directly compared. The data was binned in preparation for the $\chi^2$ test such that $(B_{i+1,j} - B_{i,j})/B_{i,j} > 10^{-5}$, where $B_{i,j}$ is the $j$th data element in the $i$th bin, and $B_{i,j} \leq B_{i,j+1}$, and $B_{i,j} < B_{m,n}$, $m > i$. This prescription for the binning of data allows for the limited numerical precision of a computer; for example, the cosine of the angle between two sets of direction cosines such as those in Equation 8.5 may be different after the rotation of both sets of cosines, such that $\cos \theta \rightarrow \cos \theta' = \cos \theta + \delta$. This is purely a computational effect.

It should be noted that the modification of MCNP that has been detailed was undertaken in an effort to pinpoint the differences between MCNP and MCNP as implemented in SNOMAN. Any future tests comparing SNOMAN and MCNP could avoid many of the problems that have been described here by generating neutrons at energies that are not close to artificial energy boundaries in the tables that are used to simulate neutron physics, or preferably by generating neutrons not at a fixed energy (monoenergetic particles) but with a Gaussian energy distribution whose small width would avoid the unphysical problem of machine precision. Finally, note that the problems of numerical precision which were encountered when MCNP and SNOMAN were compared as described here do not produce physically significant differences in their outputs. This is because MCNP and SNOMAN agree in all respects at the level of 1 part in $10^5$.  
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The results of both the KS test and the $\chi^2$ test are expressed in terms of a probability, $p$. Assuming the two distributions being tested are drawn from the same parent distribution, then $p$ is the probability that two new distributions drawn from that parent distribution are as different or more different than the two samples that have been compared.

The range of acceptable values for this statistic varies with the context of the test, but in general, a value that is too large or too small is suspicious. Where the statistic is too small, it is likely that the two test distributions have not been randomly selected from the same parent distribution. Where it is too large, the agreement between the two distributions may be better than would be produced by chance alone. If 100 such tests were to be carried out on sample pairs that were drawn from the same parent distribution, it would not be unexpected if 1 of the tests resulted in a probability $p$ such that $p < 0.01$, and if 1 resulted in $p > 0.99$, but it would be unexpected if one of the 100 tests resulted in a value of $p$ such that $p \ll 0.01$, for example, $p = 1 \times 10^{-10}$. In fact, the values of the outcomes of the KS and $\chi^2$ tests that compare MCNP to SNOMAN should be uniformly distributed between 0 and 1.

Relationship Between Energy and Angle in Elastic Scattering

The Kolmogorov-Smirnov test is unaffected by a transformation of axis, a fact that has an impact on the test procedure. For elastic scattering at energies where the thermal energy of the target nucleus can be neglected in comparison to the kinetic energy of the incident neutron, the scattering in the laboratory (LAB) frame is related to that in the center-of-momentum (COM) frame using only COM variables and the neutron’s LAB energy. The COM final state energy is related to the sampled COM angle and the incident COM energy by the kinematic formula:

$$E_{\text{out}} = E_{\text{in}} \frac{1 + A^2 + 2A\mu_{\text{COM}}}{(1 + A)^2}$$ (8.7)

where $A$ is the mass of the collision nuclide in units of the neutron mass, and $\mu_{\text{COM}}$ is the cosine of the center-of-mass scattering angle. It is clear that when $E_{\text{in}}$ is a constant, the distribution of values of $E_{\text{out}}$ in the COM frame and the LAB frame is related to that of $\mu_{\text{COM}}$ (COM or LAB) by simple transformations of axis.

The one-to-one correspondence between scattered energy and angle does not hold in the LAB frame when the incident neutron has an energy comparable to that of the target. It does not hold because two scatterings that are identical in the COM frame will be very different in the LAB frame after the motion of their respective target nuclei have been taken into account.

To recap, at high energy, the LAB scattered energy and angle are related by a simple transformation of axis. At low energies for collisions with light nuclei, this is no longer true, and energy and angle become effectively independent. Later, the distribution of the probabilities arising from nearly all the comparisons between MCNP and SNOMAN will be subject to a KS test. In order to simplify the selection of data in this test, data from the continuous angle comparisons was used, but data from the continuous energy comparisons was not included. This ensured that only one of a pair of correlated results from the continuous energy and angle comparisons were included in the test, at the expense of discarding a few low energy results that were not correlated with their corresponding angular results.

8.4.4 The Results of the Statistical Comparisons

After the comprehensive set of results enumerated in Section 8.4.2 had been collected from the MCNP and SNOMAN programs by the process described in Appendix G, there were:

1. 310 paired continuous angle distributions ($CA_i$, $1 < i \leq 310$),
2. 100 paired discrete angle distributions ($DA_i$, $1 < i \leq 100$),
3. 310 paired continuous energy distributions ($CE_i$, $1 < i \leq 310$),
4. 100 paired discrete energy distributions ($DE_i$, $1 < i \leq 100$),
5. 360 paired step length distributions ($SL_i$, $1 < i \leq 360$),
6. 95 paired reaction distributions ($R_i$, $1 < i \leq 95$), and
7. 120 paired target distributions ($T_i$, $1 < i \leq 120$).
where the phrase ‘angle distribution’ refers to the distribution of the cosine of the angle of scattering.

Each pair of the continuous angle, continuous energy, and step length distributions were subjected to the Kolmogorov-Smirnov test for the comparison of two continuous distributions. Each pair of the discrete angle, the discrete energy, the reaction, and the target distributions were subjected to a $\chi^2$ test for the comparison of two binned distributions. The results of these tests are a probability $p$, which in each case are labelled as indicated in the parenthesis accompanying the list given above. The results of all the comparisons between MCNP and SNOMAN that involved distributions of the same variable will be known as a group. For example, all the $\text{SL}_i$ form one group, all the $\text{DE}_i$ form another.

In the first instance, an anomalous value for a test result indicates that in at least one circumstance, SNOMAN and MCNP produce distributions that are likely not to have been drawn from the same parent distribution. This implies that SNOMAN and MCNP are not the same. An ‘anomalous value’ is a value that is unexpected given the number of tests performed, or one where $p \ll 1/n$, or $1 - p \ll 1/n$, where $p$ is the poor result and $n$ is the number of tests. A more subtle difference between the two codes might make all the SNOMAN distributions less similar to the MCNP distributions than chance would do alone; this would mean that a particular group of results (the $\text{CA}_i$, for example) were not uniformly distributed between 0 and 1, as they should be. A subtle effect such as this can be uncovered by using the Kolmogorov-Smirnov test again to check the null hypothesis that the results of a group of comparative tests (the $\text{CA}_i$) should be uniformly distributed between 0 and 1.

Historically, before the comprehensive test program described here was undertaken, a more limited version was carried out. The early limited test program was used to track down, identify, and fix coding errors in the SNOMAN program that caused it to differ from MCNP. The statistical tests described here proved to be a powerful method for uncovering differences between MCNP and SNOMAN, and the wide range of target materials and energy ranges over which the tests were performed proved useful in identifying the general location of the errors in SNOMAN. The test program described in this chapter was then drawn up and completed.

The relationship between the energy and angle of a neutron scattered at 10MeV from a water molecule, from both MCNP and SNOMAN, is shown in Figures 8.3 and 8.4. The separate energy and angle distributions which were actually used in the statistical comparisons are also shown as an example of the data sets that were compared (Figure 8.5). Notice that the data presented cannot be used to distinguish between the SNOMAN program and the MCNP program either visually or statistically.

The individual results of all the MCNP-SNOMAN comparisons will not be given. Rather, the cumulative distribution functions of the results from groups of Kolmogorov-Smirnov or $\chi^2$ tests are displayed (the cumulative distribution function of the $\text{CA}_i$, for instance). The probabilities that are the results of any one group of comparisons should be uniformly distributed between 0 and 1. Consequently, the cumulative distribution function of the probabilities from any group should take the form $\text{C.D.F}(x) \propto x$. This is true not only of each group of comparisons separately, but of an amalgamated distribution which is formed by combining all the results that are available except those of the continuous energy group (see Section 8.4.3).

The cumulative distributions from each group and for the amalgamated data are displayed in Figures 8.6 and 8.7, where it can be seen that they all take the form $\text{C.D.F}(x) \propto x$, as expected. Each cumulative distribution function was compared with the null hypothesis, that $\text{C.D.F}(x) \propto x$, using the KS test. The quantitative results are given in Table 8.2. They are in favour of the null hypothesis. In addition no one comparison resulted in a probability $p$ where $p \ll 1/n$ or $1 - p \ll 1/n$. Note also that the comparative examination of a small number of correlated energy-angle distributions from MCNP and SNOMAN, such as that seen Figures 8.3 and 8.4, revealed no visible differences between the two programs.

1395 comparisons between distributions produced by MCNP and SNOMAN have been carried out. None of the values obtained as a result of these tests are anomalous. The distribution of the results from each group of comparisons has also been examined, to test the hypothesis that they should be uniform between 0 and 1. All 6 independent results are acceptable. A test of an amalgamated distribution was also performed under the same hypothesis. The result is also acceptable. In short, after extensive comparisons involving 2.64 million data elements, no difference between the output of MCNP and the output of SNOMAN has been observed. The range of incident neutron energies over which comparisons were carried out, the variety of transport media, and the number of variables tested imply that all the SNOMAN neutron transport code has been subject to statistical examination. Therefore the SNOMAN neutron code should reproduce the results of MCNP even at energies and with target nuclei which were not explicitly included in the tests presented here.
Figure 8.3: The energy-angle distribution from MCNP for 10MeV neutrons scattering from SNO quality heavy water.

8.4.5 Elimination of Systematic Objections to the Single-Step Data Collection

The statistical tests carried out so far have demonstrated that the first interaction (or 'step') in a neutron history simulated in the SNOMAN program is the same as the first interaction simulated in the MCNP program. Only the first interactions have been compared (see Section 8.4.2). The demonstration that SNOMAN meets its design criteria, that of reproducing the results of MCNP, can be criticised for not having proved that SNOMAN continues to produce the correct results after the first interaction. This section will show that SNOMAN does continue to reproduce the correct interaction distributions.

An isotropic point source of 1keV neutrons at the centre of the SNO detector was simulated using the SNOMAN program. The transport medium was SNO quality heavy water (D₂O contaminated by 0.08% H₂O by mass and a ¹⁷O isotopic content of 0.055% by mass). Data was collected from each and every neutron interaction where the energy of the incident neutron was confined in the range (0.0249eV \( \leq E_n < 0.0251eV \)), corresponding to neutrons at or about 1/40th of an eV. SNOMAN had therefore simulated the thermalisation of the neutrons before any data collection occurred. The data collected was the same as that of Section 8.4.2. This means that the target, reaction, step length, the neutron’s scattered energy, and cosine of the scattering angle were recorded. The low energy used for data collection meant
that the SNOMAN program simulated the scattering from hydrogen and deuterium using $S(\alpha, \beta)$ tables (Section E.3.6) and the scattering from oxygen using the free-gas model (Section E.1.1) to determine the target's motion. 10000 neutrons were simulated, resulting in ~ 22000 recorded interactions, or approximately ~ 2.2 scatterings in each neutron history where the incident neutron energy lay in the narrow range ($0.0249eV \leq E_n < 0.0251eV$).

The data collected from the 1keV point source was compared to data collected from the first interaction of neutrons emitted with energies uniformly distributed in the energy range ($0.0249eV \leq E_n < 0.0251eV$). The simulated source was again positioned in the centre of the detector, and emitted neutrons isotropically into SNO quality heavy water. The data collected from the two simulations is shown in Figure 8.8. The results of the usual quantitative comparisons between the distributions are shown in Table 8.3. Note that the ‘discrete’ energy and angle distributions which arise as a result of the use of $S(\alpha, \beta)$ tables in neutron scattering reactions with hydrogen and deuterium below 4.46eV have acquired a width due to the range of input energies, and no longer fall naturally into bins. Therefore they are now compared using the Kolmogorov-Smirnov test rather than the $\chi^2$ test.

Figure 8.8 and the data in Table 8.3 demonstrate that the simulation of neutron interactions in SNOMAN is not dependent on the number of previous reactions. In fact, the data presented here allows
Figure 8.5: The separate energy and angle distributions from MCNP and SNOMAN for 10MeV neutrons scattering from SNO quality heavy water. The comparison of the SNOMAN and MCNP energy distributions gave \( p = 6\% \), while the comparison of their \( \cos \theta \) distributions gave \( p = 38\% \).

A stronger conclusion to be drawn. The data shows that the final state energy, the cosine of the angle of scattering, the target, the reaction type, and the step length are independent of any and all previous interactions except in so far as those interactions result in the neutron being in a particular medium with a particular incident energy.

### 8.5 Representative Values from SNOMAN

In this section, it will be shown that SNOMAN does faithfully reproduce some of the more important cross sections. The demonstration will be restricted to thermal energies, which dominate the lifetime of neutrons in the SNO detector. This section is to some extent unnecessary, since the preceding section has shown that SNOMAN reproduces the results of MCNP, and the following section will show that the transport simulation in SNOMAN closely approximates to an analytical solution of the Boltzmann transport equation. However, it is felt that a simple demonstration of the accuracy of the SNOMAN code in reproducing well known results is desirable.
Figure 8.6: Kolmogorov-Smirnov and \( \chi^2 \) test results. See the text for a detailed explanation.

<table>
<thead>
<tr>
<th>Comparative Test Category</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous Angle</td>
<td>0.60</td>
</tr>
<tr>
<td>Discrete Angle</td>
<td>0.70</td>
</tr>
<tr>
<td>Continuous Energy</td>
<td>0.40</td>
</tr>
<tr>
<td>Discrete Energy</td>
<td>0.09</td>
</tr>
<tr>
<td>Step Length</td>
<td>0.48</td>
</tr>
<tr>
<td>Reaction</td>
<td>0.62</td>
</tr>
<tr>
<td>Target</td>
<td>0.43</td>
</tr>
<tr>
<td>Amalgamated</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Table 8.2: Results of the comparison between the distribution functions listed and the hypothesis that test results should be distributed uniformly between 0 and 1.
Figure 8.7: Kolmogorov-Smirnov and $\chi^2$ test results. See the text for a detailed explanation.

<table>
<thead>
<tr>
<th>Comparative Test Category</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous Angle</td>
<td>0.35</td>
</tr>
<tr>
<td>Discrete Angle</td>
<td>0.05</td>
</tr>
<tr>
<td>Continuous Energy</td>
<td>0.11</td>
</tr>
<tr>
<td>Discrete Energy</td>
<td>0.92</td>
</tr>
<tr>
<td>Step Length</td>
<td>0.90</td>
</tr>
<tr>
<td>Target</td>
<td>0.86</td>
</tr>
</tbody>
</table>

Table 8.3: The results of the comparisons between the data obtained from neutron interactions in the energy range $0.0249 \leq E_n < 0.0251$eV after the thermalisation of neutrons from a 1keV source, and data obtained from the first interaction of neutrons from a source emitting neutrons uniformly in the same energy range. The comparison of reaction types (not shown) was trivial (only elastic scattering reactions occurred in the data sets).
Figure 8.8: The graphs in the left column are those of the data obtained from the first interaction of neutrons with energies in the range \(0.0249 \leq E_n < 0.0251\) eV. The graphs in the right column are those with data obtained from neutrons with energies in the same range after their thermalisation from a 1 keV source. The graphs are in excellent agreement (see Table 8.3).
Figure 8.9: The neutron interaction length in H$_2$O. 0.033% $^{17}$O was included in the simulation. The fitted interaction length is 0.261 cm.

<table>
<thead>
<tr>
<th>Medium</th>
<th>$\sigma$(SNOMAN) / b</th>
<th>$\sigma$(NNDC) / b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light water</td>
<td>114.7 ± 2.6</td>
<td>112.2</td>
</tr>
<tr>
<td>Heavy water</td>
<td>15.10 ± 0.44</td>
<td>15.4</td>
</tr>
<tr>
<td>Rock salt</td>
<td>102.5 ± 3.6</td>
<td>104.4</td>
</tr>
</tbody>
</table>

Table 8.4: Comparison between cross sections inferred from SNOMAN and evaluated data from NNDC [129]. The NNDC data given here matches the evaluated experimental data to within 1%.

8.5.1 Interaction Lengths from the SNOMAN Program

The SNOMAN program was made to simulate a single scattering at an energy of 0.025 eV. The step lengths and interactions were recorded. The number of events in each run was 10000. There were 3 runs, each with a different medium. The media used in the 3 runs were:

1. pure D$_2$O;
2. pure H$_2$O; and,
3. solid anhydrous MgCl$_2$.

A typical fit to the interaction length is shown in Figure 8.9. Table 8.4 compares the total cross section from SNOMAN with those of [123] and [129]. The total cross sections have been inferred from fitted interaction lengths using the relation $\lambda^{-1} = n\sigma_T$.

8.5.2 Partial Cross Sections from the SNOMAN Program

Partial cross sections for scattering and capture on particular elements can be calculated from the data collected in the SNOMAN runs of the previous section. The probability of a particular reaction occurring is related to the partial and total cross sections by the formula;

$$p_i = \frac{n_i \sigma_i}{\sum_j n_j \sigma_j},$$  \hspace{1cm} (8.8)

where $\sum_j n_j \sigma_j$ is the total cross section, and $\sigma_i$ is the cross section for the ith interaction. The probability, $p_i$, that the ith interaction occurs is known from the data collected in the SNOMAN runs. It can be used to calculate the partial cross section for the ith interaction;
<table>
<thead>
<tr>
<th>Interaction</th>
<th>$\sigma_{\text{SNOMAN}} / \text{b}$</th>
<th>$\sigma_{\text{NNDC}} / \text{b}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cl (total)</td>
<td>$49.8 \pm 1.9$</td>
<td>$50.5$</td>
</tr>
<tr>
<td>Cl ($n,\gamma$)</td>
<td>$33.1 \pm 1.3$</td>
<td>$33.3$</td>
</tr>
<tr>
<td>Mg (total)</td>
<td>$3.0 \pm 0.2$</td>
<td>$3.5$</td>
</tr>
<tr>
<td>H (total)</td>
<td>$55.4 \pm 1.5$</td>
<td>$54.2$</td>
</tr>
<tr>
<td>D (total)</td>
<td>$5.7 \pm 0.2$</td>
<td>$5.7$</td>
</tr>
<tr>
<td>O (total)</td>
<td>$3.7 \pm 0.2$</td>
<td>$4.0$</td>
</tr>
</tbody>
</table>

Table 8.5: Comparison between cross sections inferred from SNOMAN and evaluated data from NNDC [129].

$$\sigma_i = \frac{P_i}{n_i \lambda}, \quad (8.9)$$

where as before $\lambda^{-1} = \sum_j n_j \sigma_j$. Table 8.5 contains the partial cross sections that were inferred from the SNOMAN runs and also the evaluated cross sections from [129].

Capture cross sections for $^1\text{H}$ and $^2\text{H}$ have not been included in Table 8.5 because these captures occur so infrequently that the margin of statistical error on the inferred cross section trivially includes the figure from the evaluated data of [129]. The agreement between the cross sections inferred from SNOMAN and those obtained elsewhere is pleasing.

### 8.6 Comparison Between SNOMAN and the Diffusion Equation

Boltzmann’s transport equation for the time development of the neutron flux is well known [128, Chapter 9]. For monoenergetic neutrons in the steady state the transport equation becomes:

$$\mathbf{\Omega} \cdot \nabla f(x, \Omega) + \Sigma f(x, \Omega) = \int d\Omega' f(x, \Omega') \Sigma_s(x, \Omega' \to \Omega) + S(x, \Omega), \quad (8.10)$$

where $f(x, \Omega)$ is the flux of neutrons at $x$ into solid angle $\Omega$, $\Sigma(x)$ is the macroscopic interaction cross section at $x$, $\Sigma_s(\Omega' \to \Omega)$ is the macroscopic partial cross section for scattering from solid angle $\Omega'$ into $\Omega$ at $x$, and $S(x, \omega)$ is the neutron source strength. Consider an isotropic point source at the origin in a infinite uniform medium. Equation 8.10 reduces to:

$$\mathbf{\Omega} \cdot \nabla f(x, \Omega) + \Sigma f(x, \Omega) = \int d\Omega' f(x, \Omega') \frac{\Sigma_i}{4\pi} + \frac{S_0}{4\pi} \delta(x), \quad (8.11)$$

$\Sigma$ is the macroscopic interaction cross section, $\Sigma_s$ the macroscopic scattering cross section, and $S_0$ the point source strength. $\delta$ is the Dirac delta function. A solution to Equation 8.11 can be found [128, Chapter 8]:

$$\Phi(r) = \frac{S_0 \beta}{4\pi D} e^{-\sigma r} + \frac{S_0}{4\pi r^2} e^{-\Sigma_s'} r, \quad (8.12)$$

where:

$$\Sigma' = \frac{5\Sigma}{4}, \quad (8.13)$$

$$\beta = \left(1 - \frac{4\Sigma_0}{5\Sigma}\right), \quad (8.14)$$

$$D^{-1} = 3 \sum_i \Sigma_i (1 - \bar{\mu}_i), \quad (8.15)$$

$$\kappa = \sqrt{\frac{\Sigma_0}{D}}, \quad (8.16)$$

The calculation of the diffusion constant $D$ involves a sum over the isotopes present in the medium (here enumerated through the index $i$). $\bar{\mu}_i$ is the mean scattering cosine of the $i$th isotopic species. Due to
<table>
<thead>
<tr>
<th>Medium</th>
<th>$\Sigma$</th>
<th>$\Sigma_a$</th>
<th>$\Sigma/\Sigma_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>D$_2$O</td>
<td>0.4899</td>
<td>3.8963 x 10$^{-5}$</td>
<td>12574</td>
</tr>
<tr>
<td>SNO D$_2$O</td>
<td>0.4923</td>
<td>5.6440 x 10$^{-5}$</td>
<td>8723</td>
</tr>
<tr>
<td>Salted D$_2$O</td>
<td>0.4924</td>
<td>8.8758 x 10$^{-4}$</td>
<td>555</td>
</tr>
<tr>
<td>H$_2$O</td>
<td>3.4724</td>
<td>1.9797 x 10$^{-2}$</td>
<td>175</td>
</tr>
</tbody>
</table>

Table 8.6: The ratio $\Sigma/\Sigma_a$ changes by several orders of magnitude with changes in the constitution of the transport medium, but $\Sigma/\Sigma_a$ never falls below 10. $E = 4k_BT/\pi$ throughout.

the spherical symmetry inherent in the problem, the neutron flux $f(x,\Omega)$ has been replaced by $\Phi(r)$, which is just the flux through unit surface area a radial distance $r$ from the neutron source. The solution consists of an immediate or transient part $\propto e^{-\Sigma r}/r^2$, due to neutrons arriving at $r$ without having been scattered, and an asymptotic part $\propto e^{-\Sigma r}/r$, representing the diffusion of thermal neutrons. The immediate solution is small except very close to the source, where it is dominant. The solution presented in Equation 8.12 is approximate, being valid only in the limit $\Sigma_a \ll \Sigma$, where $\Sigma_a$ is the macroscopic absorption cross section, and $\Sigma$ is the macroscopic total cross section as before. In fact, the exact and approximate distributions are quite close to one another, their difference, for $\Sigma/\Sigma_a > 10$, never exceeding more than about 1% [128, Chapter 8]. It is shown in Table 8.6 that none of the important media in SNO fall below $\Sigma_a$.

Equation 8.12 contains just three parameters, which are the diffusion constant, the absorption cross section, and the total cross section. The selection of a single velocity to represent all neutrons and from which $\Sigma$ and $\Sigma_a$ are determined is achieved by demanding that the decay constant at that velocity be the same as that for the Maxwellian distribution. This is because the velocity distribution of the neutrons is Maxwellian when $\Sigma \gg \Sigma_a$. The appropriate neutron velocity is that at which $E_n = 4k_BT/\pi$ [128, Ch.8]. Circumstances in SNO exist in which $\Sigma_a$ is sufficiently large that the neutron velocity distribution is no longer approximately Maxwellian. This occurs in the light water. In this case, because $\Sigma_a \propto 1/v$, the proportion of neutrons with low velocities is reduced. The resulting neutron distribution will not be discussed here, except to note that it can be approximated by using cross sections for neutrons with energies greater than $kT$, modelling an upward shift in the representative neutron energy, and indicating that the neutron distribution is no longer in thermal equilibrium with the transport medium.

Equation 8.12 is not in a suitable form for comparison with results obtained from the SNO program, which will most easily yield the neutron capture rate as a function of $r$. The neutron capture rate in unit volume at radius $r$ is $\Sigma_a \Phi(r)$; and hence the capture rate as a function of $r$ is;

$$\Psi(r) = \int \Sigma_a \Phi(r)r^2drd\theta d\phi,$$  \hspace{1cm} (8.17)

$$\Psi(r) = \frac{\Sigma_a \Sigma_0 \beta}{D}r e^{-\Sigma r} + \Sigma_a \Sigma_0 e^{-\Sigma r}.$$ \hspace{1cm} (8.18)

The rate as a function of $r$ may be used to define a cumulative distribution function, which will be used in later KS tests. The normalised cumulative distribution function is;

$$\text{C.D.F.} = \frac{1}{\Sigma_0} \int_0^r \Psi(r)dr,$$ \hspace{1cm} (8.19)

$$= \frac{\Sigma_a \beta}{D \kappa^2} \left( 1 - (1 + \kappa R) e^{-\Sigma R} \right) + \frac{\Sigma_a}{\Sigma'} \left( 1 - e^{-\Sigma' R} \right).$$ \hspace{1cm} (8.20)

### 8.6.1 Results from SNOMAN

The SNOMAN program was used to simulate an isotropic source of neutrons in thermal equilibrium with the local medium at 294$^\circ$K. Transport through 4 media was simulated, and in each case $\Sigma$ and $\Sigma_a$ were obtained from SNOMAN at $E_n = 4k_BT/\pi = 0.035$eV, as was $D$. The four media were D$_2$O with an isotopic content of $^{17}$O of 0.055% by weight (known as pure D$_2$O), D$_2$O not only with $^{17}$O but also 0.08% H$_2$O by weight (SNO quality D$_2$O), an 0.2% salt solution of SNO quality D$_2$O (Salted D$_2$O), and light water (with 0.033% $^{17}$O by mass). In pure and SNO quality D$_2$O, neutrons diffuse sufficiently far that n-capture on the acrylic vessel distorts the results obtained from SNOMAN with respect to those
obtained analytically. The acrylic vessel was effectively excluded from these SNOMAN simulations by increasing the density of the media by a factor of 10. $\Sigma$ and $\Sigma_a$ were altered accordingly. The positions of thermal neutron captures were recorded. The results are shown in Figures 8.10 and 8.11, where the appropriate solutions of the diffusion equation from Equation 8.18 are also shown.

Kolmogorov-Smirnov and $\chi^2$ tests were used to compare the SNOMAN distribution with the diffusion equation capture distribution function (Equation 8.19). In the cases where neutrons are transported through $D_2O$ (pure or SNO quality), the agreement between the two independent solutions of the diffusion equation (one an analytical approximation, the other a Monte Carlo estimate) is acceptable, given $\mu$ is provided for each isotope. If it is assumed that $\mu = 0$ for all isotopes, there is no agreement between the two distributions. This is not surprising, since for all the isotopes in SNOMAN $\mu \neq 0$. Table 8.7 summarises both the input values and the results of the comparative tests. The differences between the probabilities returned by the K.S. test and $\chi^2$ test in each case are attributed to the systematic nature of the deviation of SNOMAN from the diffusion equation, which are penalised more heavily by the Kolmogorov-Smirnov test because it compares two cumulative distribution functions than by the $\chi^2$ test which does not attempt to retain information about the ordering of bins. In general, the probabilities are low, indicating that SNOMAN does not exactly reproduce the diffusion equation. This is to be expected, since SNOMAN attempts an approximation to an exact simulation of neutron transport, whereas the diffusion equation is a monoenergetic equation which uses average, rather than energy dependent, scattering angles.

SNOMAN differs most from the diffusion equation when neutrons are transported through light water. The difference is not great (see Figure 8.11), but the statistical comparisons indicate that the capture distribution for neutrons in light water from SNOMAN is not the same as that from the diffusion equation. In this case the maximum difference between the cumulative distribution functions of the two data sets remains small, at 3.7%, indicating that the local difference between the two functions is likely to be less than 1%, and certainly less than the 3% error ascribed to MCNP (and hence SNOMAN) by Wang et al. [104]. As described in the preceding section, the neutron capture distributions in light water can be reproduced approximately by using a higher-than-thermal energy in the one-velocity diffusion equation. This method can be used to produce satisfactory results for light water, but further discussion is not warranted here. It is important to note that 88.6% of all neutrons are captured within 10cm of thermalisation in the light water, and 99.5% are captured within 20cm. These facts, together with the detector’s estimated position resolution of 20cm, imply that the differences between SNOMAN and the diffusion equation are least important where they are greatest. Where the neutron can propagate great distances before capture (in the heavy water), SNOMAN reproduces the diffusion equation well.

### 8.7 Conclusion

The SNOMAN program has been shown to produce results exactly in accordance with those of MCNP when both programs are operated with equal precision. The statistical tests that were applied to differentiate between results from the SNOMAN program and those from the MCNP program were unable to find any evidence for the existence of any such distinction after 2.64 million data elements were collected from each program.

Strictly interpreted, the comparisons between MCNP and SNOMAN confirm that they reproduce the same distributions only for their first scatterings. Additional data has been presented to show that scattering data in a restricted energy range culled from the first simulated neutron interaction in the SNOMAN program is the same as scattering data culled from interactions after thermalisation in the same medium in the same energy range. This demonstrates that the production of scattering distributions

<table>
<thead>
<tr>
<th>Medium</th>
<th>$\Sigma$ (cm$^{-1}$)</th>
<th>$\Sigma_a$ (cm$^{-1}$)</th>
<th>$D$ (10$^{-1}$ cm)</th>
<th>$\Delta$ (%)</th>
<th>$P$(K.S.) (%)</th>
<th>$P$($\chi^2$) (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure $D_2O$</td>
<td>0.4899</td>
<td>3.896 $\times$ 10$^{-5}$</td>
<td>7.582</td>
<td>1.6</td>
<td>1.5</td>
<td>11</td>
</tr>
<tr>
<td>SNO $D_2O$</td>
<td>0.4923</td>
<td>5.644 $\times$ 10$^{-5}$</td>
<td>7.548</td>
<td>2.3</td>
<td>0.01</td>
<td>0.3</td>
</tr>
<tr>
<td>Salted $D_2O$</td>
<td>0.4924</td>
<td>8.876 $\times$ 10$^{-4}$</td>
<td>7.576</td>
<td>1.6</td>
<td>1.5</td>
<td>56</td>
</tr>
<tr>
<td>$H_2O$</td>
<td>3.4724</td>
<td>1.980 $\times$ 10$^{-2}$</td>
<td>1.174</td>
<td>3.7</td>
<td>low</td>
<td>low</td>
</tr>
</tbody>
</table>

Table 8.7: The results of K.S. and $\chi^2$ tests for the comparison of SNOMAN data and the diffusion equation. $\Delta$ is the maximum difference between the cumulative distribution functions of the two data sets, the statistic that is used in the K.S. test. See text for further discussion.
Figure 8.10: The plots show neutron capture rate as a function of $r$ within the detector, normalised to 10000 events. The transport medium in the upper plot is pure $D_2O$, and in the lower plot it is SNO quality $D_2O$. See text for more details.

by SNOMAN is dependent only upon the neutron's incident energy and the transport medium, and does not depend upon the number or type of previous interactions, except in so far as they define the incident neutron's energy and the transport medium. This is due to the modular data driven design of the SNOMAN program. Is it therefore reasonable to suppose that the SNOMAN program reproduces the MCNP scattering distributions throughout the simulation of a neutron's history.

The SNOMAN program has also been shown to reproduce representative cross sections at thermal energies, and to match the diffusion equation closely in the limit $\Sigma \gg \Sigma_a$. SNOMAN reproduces the long range behaviour of neutrons in all the important SNO media well. Significant deviations from the diffusion equation occur only in light water, where the small diffusion length of the neutrons ($L = 2.4\text{cm}$) means that they will not be observable in the SNO detector which has a position resolution of $\sim 20\text{cm}$.

MCNP (and hence SNOMAN) has been shown by Wang et al. [104] to predict the absolute number of neutrons captured in an experiment involving neutron thermalisation with an accuracy which is at worst 3%. At the same time, Wang et al. showed that that the ratio of the numbers of neutrons captured predicted by MCNP in related experimental setups was accurate to within 0.3%. There is no reason to suspect that the situation will be worse in the SNO detector.
Figure 8.11: The plots show neutron capture rate as a function of $r$ within the detector, normalised to 10000 events. The transport medium in the upper plot is salted D$_2$O, and in the lower plot it is H$_2$O. See text for more details.

SNOMAN has been verified to work well, both in reproducing the detailed results of MCNP and simple experimental cross sections, and in predicting the results of an experiment, and in correctly modelling the transport behaviour of thermal neutrons in circumstances described by the diffusion equation. The SNOMAN program can be used with confidence to predict the neutron transport properties of the SNO detector.
Chapter 9

Neutron Transport in the Sudbury Neutrino Detector

9.1 Introduction and Purpose

Chapter 5 concerned the accurate modelling of the photodisintegration cross section for the SNOMAN program. Chapters 6 to 8 dealt with the requirements for a neutron transport code for use in the Sudbury Neutrino Experiment, and the selection, installation, and testing of that code.

In this chapter, the new neutron-complete SNOMAN code will be used to make predictions about the generation and transport of neutrons within the SNO detector. The calculations include an estimate of the rate of photodisintegration from $^{214}$Bi and $^{208}$Tl in the heavy water, the light water, and the acrylic vessel and a breakdown of neutron capture probabilities in a number of circumstances. In addition, it will be shown that the principle sources of both signal and background neutrons fall into two categories, members of which cannot be distinguished in SNO. The SNO experiment will add MgCl$_2$ to the D$_2$O. The quantity of salt to be added has been considered using one year of simulated detector data. Based upon a minimisation of the uncertainty in the neutral current rate a minimum of 1 tonne of salt is required.

9.1.1 Statistical Note

In Chapter 8, it was noted that multinomial statistics govern binned distributions where the total number of events are fixed. This has a significant effect on the error in the content of a bin only where the number of bins is small or where the content of that bin is a significant fraction of the total number of events. In any case where the number of events of a single bin is small compared to the total number of events in the distribution, multinomial statistics approach Poisson statistics [103].

All the data on photodisintegration backgrounds in the SNO detector that is presented in this chapter is subject to Poisson statistics when it is binned. This is because the number of photodisintegration events is small compared to the number of $^{208}$Tl or $^{214}$Bi events that must be simulated to obtain them.

The data relating to neutron capture from neutral current events is also subject to Poisson statistics when it is binned. This would be approximately true merely because the number of bins used is large (typically 100) and the events are well distributed among all the bins, but in fact it is exactly true. This is because all the NC neutron data presented in this chapter has been gathered in runs where the total number of events was allowed to vary according to Poisson statistics. It is shown in Appendix F that the combination of a multinomial distribution (bins) and a Poisson event total leads to Poisson statistics in all the bins. It is usual for experimental data to be gathered in this regime - the measurement of a radioactive half life is a good example.

All the bins in all the distributions presented in this chapter are subject to Poisson statistics. This point is made here to avoid needless repetition later on.

9.2 Photodisintegration Rates from Backgrounds in the SNO Detector

Photodisintegration of the deuteron by high energy $\gamma$-rays from $^{208}$Tl and $^{214}$Bi decays are the major background to the measurement of the neutral current rate in the SNO detector. In this section, the
probabilities that a deuteron photodisintegration will occur as a result of a thalium or bismuth decay will be calculated. There are six distinct sources of background which are $^{208}$Tl in the heavy water, light water, and acrylic vessel, and $^{214}$Bi in the heavy water, light water, and acrylic vessel. The SNOMAN program was run for each distinct background.

The backgrounds were assumed to be uniform throughout their respective media. This assumption is justified for the backgrounds present in the $D_2O$, which will be subject to turbulent mixing, and for backgrounds in the light water which flows continuously away from the acrylic vessel and toward the PSUP. The assumption has been made for backgrounds in the acrylic because no better information is available, and because it is both a good approximation to the most likely scenario and also the worst case scenario in which the background is uniformly distributed in $\theta$ and $\phi$, and hence differs from the neutral current signal only in $r$. More complex analysis of a position dependent background which may occur in the acrylic vessel must await until data to that effect is available, and in any case such an analysis will include a uniformly distributed component such as the one assumed here.

The SNOMAN simulation used to determine the photodisintegration probabilities did not include either the belly plates or the acrylic vessel neck. This meant that the acrylic vessel was simulated as a perfect sphere. This absence of the neck from the simulation is not expected to have a significant effect, since it occupies only about 0.4% of the solid angle visible from the centre of the detector. The absence of the belly plates will affect the probability that a $2 \rightarrow 3$MeV $\gamma$-ray generated in the light water reaches the $D_2O$. The area of the acrylic vessel covered by the belly plates is estimated to be 13.3%. Assuming that the attenuation length for $\gamma$-rays in water is similar to that in the acrylic vessel (4.34$\text{m}^{-1}$ for 2.6MeV $\gamma$-rays), and that the belly plates are on average twice as thick as a standard AV tile (11.0cm as opposed to 5.5cm thick), the number of high energy $\gamma$-rays penetrating through a belly plate without interaction is 78.7% of the number penetrating through a standard AV tile without interaction. Therefore, the probability that high energy $\gamma$-rays originating in the light water will photodisintegrate a deuteron is overestimated by $\sim 3\%$. It will be shown that the ratio of the number of photodisintegrations due to $\gamma$-rays from the light water is very small compared to those from other sources, and hence that the crude correction given here is more than sufficient. The PMT ‘grey disk’ simulation was also used. The ‘grey pisk’ simulation simplifies the treatment of photons incident upon a photomultiplier and has been shown to be functionally equivalent to a full PMT simulation.

Only 2.07% of the decays of $^{214}$Bi result in $\gamma$-rays of more than 2.2MeV. To accelerate the collection of results, the decay scheme used to simulate $^{214}$Bi in SNOMAN was truncated so that only those decays containing a $\gamma$-ray of 2.2MeV or greater remained. The fraction of decays causing photodisintegrations was amended accordingly. No such correction was made for $^{208}$Tl, whose decays all proceed via a 2.6MeV $\gamma$-ray.

The $\gamma$-rays emitted from $^{208}$Tl and $^{214}$Bi decays in the light water are highly likely to be attenuated before reaching the acrylic vessel because the attenuation coefficient for 2.0MeV and 2.2MeV $\gamma$-rays is 4.34$\text{m}^{-1}$ and 4.62$\text{m}^{-1}$ respectively and the light water extends from the acrylic vessel at 6.06m radius to the PSUP at 8.5m radius. The photodisintegration rate in the light water was calculated using an active volume of light water extending from the surface of the acrylic vessel out to 6.56m radius only. This reduced the time taken to simulate $\gamma$-rays by a factor of $\sim 6.5$. A correction factor was calculated by finding the intensity of $\gamma$-rays passing from outside (larger $r$) through the surface of a spherical shell of radius $R$ from a $\gamma$-ray source uniformly distributed throughout a water volume from $R$ to $R+r$. If the intensity inside is $I(r)$, then the correction factor is $F(r) = \frac{I(\infty)}{I(r)}$, i.e. $F(6.56)$. The intensity was evaluated separately for 2.6 and 2.2MeV $\gamma$-rays, and $\gamma$-rays that scatter and still retain more than 2.2MeV were crudely accounted for. The correction factors are 1.10 for 2.6MeV $\gamma$-rays, and 1.08 for 2.2MeV $\gamma$-rays.

### 9.2.1 Probability of Photodisintegration

The photodisintegration probability for one of the six sources described earlier in this section is given by:

$$P = \frac{n}{N} F A G B,$$

where $n$ is the number of photodisintegrations that occurred in the simulation, $F$ is the branching fraction (1 for $^{208}$Tl decays, 0.0207 for $^{214}$Bi decays), $A$ is the correction factor given in the preceding section, $G$ is the geometric correction that must be made to compensate for the fact that only a limited volume of light water was used to estimate the $d(\gamma,n)p$ probability, and $B$ is the correction for the neglect of the belly plates in the simulation. The factors $A$ and $G$ are 1 for decays in the acrylic and heavy water. Table 9.1 gives the results of the SNOMAN simulation.
<table>
<thead>
<tr>
<th>Location</th>
<th>Thalium</th>
<th>Bismuth</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D$_2$O</td>
<td>AV</td>
</tr>
<tr>
<td>Events simulated (/10$^7$)</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>D disintegrations</td>
<td>21076</td>
<td>22095</td>
</tr>
<tr>
<td>Branching factor</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Attenuation factor</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Geometric factor</td>
<td>1</td>
<td>0.1521</td>
</tr>
<tr>
<td>Belly plate factor</td>
<td>1</td>
<td>0.971</td>
</tr>
<tr>
<td>P(D disintegration) $\times 10^5$</td>
<td>201.8</td>
<td>73.65</td>
</tr>
<tr>
<td>$\sigma(P) \times 10^5$</td>
<td>1.4</td>
<td>0.50</td>
</tr>
</tbody>
</table>

Table 9.1: Photodisintegration probability per nuclear decay for the six distinct backgrounds (208Tl and 214Bi in D$_2$O, H$_2$O, and the acrylic vessel). The error presented is the $1\sigma$ statistical error. Systematic errors are discussed in the text.

<table>
<thead>
<tr>
<th>Nucleus</th>
<th>Thorium</th>
<th>Uranium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>D$_2$O</td>
<td>AV</td>
</tr>
<tr>
<td>Mass of nucleus</td>
<td>232.038g</td>
<td>238.029g</td>
</tr>
<tr>
<td>Decay rate of nucleus</td>
<td>$4.95 \times 10^{-11}$yr$^{-1}$</td>
<td>$1.54 \times 10^{-10}$yr$^{-1}$</td>
</tr>
<tr>
<td>Branching fraction</td>
<td>0.36</td>
<td>1</td>
</tr>
<tr>
<td>Contamination $10^{-13}$g/g</td>
<td>3</td>
<td>250</td>
</tr>
<tr>
<td>P(D disintegration) $\times 10^3$</td>
<td>201.8</td>
<td>73.65</td>
</tr>
<tr>
<td>Mass of medium / tonnes</td>
<td>1000</td>
<td>30</td>
</tr>
<tr>
<td>Rate / year</td>
<td>280</td>
<td>256</td>
</tr>
<tr>
<td>$\sigma(\text{Rate} / \text{yr})$</td>
<td>2.8</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Table 9.2: The rate of photodisintegrations in the SNO detector. The systematic error the the yearly rate is everywhere 5% as discussed in the Section 9.2.1. See text for further explanation.

### 9.2.2 Photodisintegration Rates in the SNO Detector

The rate of photodisintegrations due to thorium nuclei distributed uniformly in either the heavy water, light water or acrylic vessel is determined from the equation;

$$ R = P \lambda \frac{MCN_A}{m} F, $$

(9.2)

where $\lambda$ is the decay rate of thorium, $N_A$ is Avogadro’s number, $F$ is the fraction of thorium nuclei whose decay cascade includes $^{208}$Tl, the only photodisintegration capable nucleus in the thorium decay cascade, $C$ is the mass of thorium per gram of material, $m$ is the mass of 1 mole of thorium, and $P$ is the probability that the decay of a $^{208}$Tl nucleus will results in the photodisintegration of a deutron in the heavy water. This probability is averaged over the appropriate material volume. A similar equation can be written for the rate of photodisintegrations due to contamination of detector materials by uranium, which decays via the photodisintegrating nucleus $^{214}$Bi.

The mass of the acrylic vessel is 30 tonnes. The mass of the light water sandwiched between the acrylic vessel and the PSUP is 1668 tonnes. The mass of the heavy water is 1000 tonnes. The rate of photodisintegrations from the 6 different sources in the SNO detector is shown in Table 9.2.

### 9.3 Similarity Between Neutron Capture Distributions in the SNO Detector

In this section it will be shown that it is not possible to distinguish between certain neutron capture distributions after 1 year of SNO data taking. Neutron capture distributions were produced for the 6 photodisintegration backgrounds ($^{208}$Tl and $^{214}$Bi in the light water, the acrylic vessel, and the heavy water) and for the neutral current signal at 5 salt concentrations which were 0%, 0.1%, 0.2%, 0.3%, and
Figure 9.1: The $r$ capture distributions of NC neutrons in an 0.2% heavy water salt solution in the SNO detector, as simulated in SNOMAN. The number of events simulated was 50266. The distribution below $r = 500\text{cm}$ reflects the increase in the volume of the detector with increasing $r$ ($V \propto r^3$). The fall in capture rate above $r = 500\text{cm}$ and the large spike at $r \approx 600$ are both due to the absorption of neutrons via the $^1\text{H}(n,\gamma)^2\text{H}$ reaction in the acrylic vessel.

0.4%. The range of values used for the salt concentration is discussed in Section 9.5.1. The simulation of the SNO detector included the acrylic vessel neck, but did not include the belly plates. The PMT 'grey disk' simulation was used. The radius of the capture position of each neutron was recorded. The $\beta$-$\gamma$ decay events in the $\text{D}_2\text{O}$ were assumed to be uniformly distributed throughout the $\text{D}_2\text{O}$ volume, as were the $\beta$-$\gamma$ events in the acrylic vessel and separately, the light water. An NC neutron $r_{\text{capture}}$ distribution is shown in Figure 9.1. In the figure the importance of an accurate $n$-transport simulation is evident; the fraction of neutrons that capture on the acrylic vessel increases as the events that generate them approach the AV, while the number of NC events goes as $r^3$. Hence the accurate simulation of neutron transport increases in importance as the AV is approached.

The number of events in each of the seven categories expected during 1 year of the SNO detector's operation is shown as a function of salt concentration in Table 9.3. These numbers have been calculated under the assumption that only neutron capture events in which at least 60 PMTs are hit and which reconstruct inside 7m will be used in any analysis of the SNO experiment. The probability that these
<table>
<thead>
<tr>
<th>Event</th>
<th>Location</th>
<th>Salt Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>D₂O</td>
<td>0.0%</td>
</tr>
<tr>
<td>NC(SSM/MSW)</td>
<td>D₂O</td>
<td>473.9</td>
</tr>
<tr>
<td>NC(SSM/3)</td>
<td>D₂O</td>
<td>158.0</td>
</tr>
<tr>
<td>²⁰⁸TI decay</td>
<td>D₂O</td>
<td>24.2</td>
</tr>
<tr>
<td>H₂O</td>
<td>3.7</td>
<td>49.5</td>
</tr>
<tr>
<td>AV</td>
<td>0.3</td>
<td>3.7</td>
</tr>
<tr>
<td>²¹⁴Bi decay</td>
<td>D₂O</td>
<td>32.3</td>
</tr>
<tr>
<td>H₂O</td>
<td>1.9</td>
<td>25.6</td>
</tr>
</tbody>
</table>

Table 9.3: The yearly event rate for the neutral current signal and photodisintegration backgrounds as a function of salt concentration. The figures have been calculated under the assumption that 60 or more PMTs were hit and that the event vertex was fitted using the time fitter to be within 7m of the centre of the acrylic vessel. The effects of the cuts have been deduced from data presented in Tables 9.5, 9.4, and 9.6.

Conditions are satisfied has been calculated from the distributions obtained in Section 9.4. The number of events expected in each event category is just the product of \( P(N_{HITs} \geq 60, \text{RFT} \leq 700) \) and the total number of neutrons produced by events in that category. The number of events produced by \( \gamma \)-decay sources is shown in Table 9.2. The number of NC events is shown in Table 2.1. The time fitter was used to fit the event vertex because it is not yet known how fitters will be selected and used to deal with SNO data, and the time fitter is the minimal standard for SNO event fitters.

A sample distribution simulating one year of SNO data taking was obtained by randomly selecting \( n_i \) events from the \( N_i \) that were simulated in SNOMAN for the \( i \)th distribution (\( n_i < N_i \), and \( n_i \) taken from Table 9.3). The value of \( N_i \) was allowed to vary like a Poisson variable of mean 50000 in the SNOMAN simulations used to gather the NC event distributions. The Kolmogorov-Smirnov test for the comparison of two binned distributions was used to compare all \( r \) capture distributions arising from signal and background events in the D₂O to one another, and to compare all \( r \) capture distributions from background sources in the acrylic and light water to one another.

The reader is reminded that the result of the K.S. test for the comparison of two distributions is a number which represents the probability that two distributions drawn from the same parent distribution are as different as more different than the two distributions that have been compared. The probabilities for all the comparisons that have been described were uniformly distributed between 0 and 1. This means that no two distributions which were compared could be told apart on a statistical basis. This conclusion is the result of both the similarity of the distributions and the low statistics that will be available to a binned distribution of neutron background events in SNO. Thus, none of the different classes of events in the D₂O could be distinguished from one another, and none of the different classes of events outside the D₂O could be distinguished from one another. This leads directly to the classification of all neutron events as either ‘internal’ or ‘external’ to the D₂O. This conclusion is evidently reliant on the uniformity of the distribution of photodisintegration causing decays in the three media. Typical internal and external distributions are shown in Figure 9.2.

This conclusion is more general than it at first appears. This is because a neutron event is observed in the SNO detector via the \( \gamma \)-rays released in either the \(^{2}H(n,\gamma)^{3}H\) or the \(^{35}Cl(n,\gamma)^{36}Cl\) capture reaction. All of the information from an event is contained in the number, timing, and spatial distribution of PMT hits, the distributions of which are fixed by the capture position and the characteristics of the \( \gamma \)-rays released as a result of the neutron capture. Therefore, since their \( r \) capture distributions cannot be told apart, there can be no mechanism which can be used to distinguish between neutron capture distributions from NC events and \( n \)-capture distributions from photodisintegrations caused by \(^{214}Bi\) and \(^{208}TI\) decays distributed uniformly throughout the D₂O. There is also no mechanism for distinguishing between \( n \)-capture distributions from photodisintegrations caused by either \(^{214}Bi\) or \(^{208}TI\) decays distributed uniformly throughout either the acrylic vessel or the light water. These conclusions are based upon 1 year of data taking in SNO.
Figure 9.2: The sum of the NC, $^{214}$Bi and $^{208}$Tl distributions and the sum of the acrylic and light water $^{214}$Bi and $^{208}$Tl distributions, for no salt (top), 0.2% (middle), and 0.4% (bottom) D$_2$O salt solutions. The distributions have been scaled to represent 1 year worth of data taking in SNO. The high level of detail occurs because the distributions used have been scaled from data sets representing about 10 years of data in SNO.

### 9.4 Neutron Capture Probabilities in the SNO Detector

All neutrons end their lives in the SNO detector through $(n,\gamma)$, $(n,p)$, or $(n,\alpha)$ capture reactions. In this section, results obtained from SNOMAN showing the probability that a neutron will capture onto a specific nucleus through one of these reactions will be presented as a function of salt concentration. In addition, the probability that the major $(n,\gamma)$ reactions satisfy a $\geq 50$ or $\geq 60$ NHIT and $r_{\text{fit}} \leq 7 \text{m}$ cut is presented in Table 9.6. In that table, the difference between the probability that an internal neutron survives the standard analysis cut and the probability that an external neutron survives the same cut is explained by the slight position dependence of the energy response of the SNO detector. The importance of the $50 \rightarrow 60$ NHIT region is clear.

Following the discussion in Section 9.3, neutron capture probabilities were determined for only two data sets, one of which was used to represent the internal source n-capture distributions and the other the external source n-capture distributions. The NC distribution was chosen to represent the class of source that is internal to the D$_2$O, and acrylic vessel $^{208}$Tl events were chosen to represent the class of
Table 9.4: The termination fraction for neutron histories that are classed as arising from internal sources. A breakdown of the $^1{\text{H}}(n,\gamma)^2{\text{H}}$ reaction is given by location. The ‘Other’ category represents those neutrons which are generated in the neck of the acrylic vessel, and which initially walk vertically upward to be captured on nuclei not found in the inner three media of the detector. See the accompanying text for further discussion.

<table>
<thead>
<tr>
<th>Capture Reaction</th>
<th>Salt Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0%</td>
</tr>
<tr>
<td>$^1{\text{H}}(n,\gamma)^2{\text{H}}$</td>
<td></td>
</tr>
<tr>
<td>H$_2$O</td>
<td>60.72 ± 0.44</td>
</tr>
<tr>
<td>AV</td>
<td>7.45 ± 0.13</td>
</tr>
<tr>
<td>D$_2$O</td>
<td>35.86 ± 0.31</td>
</tr>
<tr>
<td></td>
<td>17.41 ± 0.20</td>
</tr>
<tr>
<td>$^2{\text{H}}(n,\gamma)^3{\text{H}}$</td>
<td>29.93 ± 0.28</td>
</tr>
<tr>
<td>$^8{\text{C}}(n,\gamma)^9{\text{C}}$</td>
<td>0.27 ± 0.02</td>
</tr>
<tr>
<td>$^{15}{\text{O}}(n,\gamma)^{17}{\text{O}}$</td>
<td>5.23 ± 0.10</td>
</tr>
<tr>
<td>$^{17}{\text{O}}(n,\alpha)^{12}{\text{C}}$</td>
<td>3.80 ± 0.09</td>
</tr>
<tr>
<td>$^2{\text{Mg}}(n,\gamma)^{4+}{\text{Mg}}$</td>
<td>0.08 ± 0.01</td>
</tr>
<tr>
<td>$^{35}{\text{Cl}}(n,\gamma)^{36}{\text{Cl}}$</td>
<td>73.84 ± 0.50</td>
</tr>
<tr>
<td>$^{35}{\text{Cl}}(n,p)^{35}{\text{Cl}}$</td>
<td>0.85 ± 0.04</td>
</tr>
<tr>
<td>Other</td>
<td>0.05 ± 0.01</td>
</tr>
</tbody>
</table>

Table 9.5: The termination fraction for neutron histories that are classed as arising from external sources. A breakdown of the $^1{\text{H}}(n,\gamma)^2{\text{H}}$ reaction is given by location. See the accompanying text for further discussion.

<table>
<thead>
<tr>
<th>Capture Reaction</th>
<th>Salt Concentration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0%</td>
</tr>
<tr>
<td>$^1{\text{H}}(n,\gamma)^2{\text{H}}$</td>
<td></td>
</tr>
<tr>
<td>H$_2$O</td>
<td>90.28 ± 2.28</td>
</tr>
<tr>
<td>AV</td>
<td>18.33 ± 0.81</td>
</tr>
<tr>
<td>D$_2$O</td>
<td>66.65 ± 1.83</td>
</tr>
<tr>
<td></td>
<td>5.33 ± 0.41</td>
</tr>
<tr>
<td>$^2{\text{H}}(n,\gamma)^3{\text{H}}$</td>
<td>6.60 ± 0.46</td>
</tr>
<tr>
<td>$^8{\text{C}}(n,\gamma)^9{\text{C}}$</td>
<td>0.39 ± 0.11</td>
</tr>
<tr>
<td>$^{15}{\text{O}}(n,\gamma)^{17}{\text{O}}$</td>
<td>1.54 ± 0.22</td>
</tr>
<tr>
<td>$^{17}{\text{O}}(n,\alpha)^{12}{\text{C}}$</td>
<td>1.18 ± 0.19</td>
</tr>
<tr>
<td>$^{35}{\text{Cl}}(n,\gamma)^{36}{\text{Cl}}$</td>
<td>35.15 ± 1.28</td>
</tr>
<tr>
<td>$^{35}{\text{Cl}}(n,p)^{35}{\text{Cl}}$</td>
<td>0.40 ± 0.13</td>
</tr>
<tr>
<td>$^2{\text{Mg}}(n,\gamma)^{4+}{\text{Mg}}$</td>
<td>0.07 ± 0.05</td>
</tr>
</tbody>
</table>

The sources external to the D$_2$O. These choices of representative event types were made because they are the distributions which are simulated most quickly by the SNOMAN program, yielding the largest number of neutrons per event (one to one in the case of NC events). The neutron capture simulations were run for the usual 5 salt concentrations of 0.0%, 0.1%, 0.2%, 0.3%, and 0.4%. These simulations included the acrylic vessel neck. The capture probabilities are shown in Tables 9.4 and 9.5.

The errors shown in Tables 9.4 and 9.5 are purely statistical. The systematic error is estimated in accordance with the results of Section 8.3, where it was shown that absolute values are determined at the 3% level by MCNP (SNOMAN). The fraction of internal-source neutron histories that are terminated by the $^{35}{\text{Cl}}(n,\gamma)^{36}{\text{Cl}}$ capture reaction when 2 tonnes of salt have been added to the heavy water is thus;

$$82.49 \pm 0.54 \text{(stat.)} \pm 2.47 \text{(sys.)}.$$  \hspace{1cm} (9.3)

Neutron capture probabilities were also determined for the D$_2$O+poison scenario in which 300kgs of LiNO$_3$ is added to the D$_2$O, and for D$_2$O+NCDS. The results are shown in Table 9.7. When the NC poison is present in the D$_2$O, only 0.80 ± 0.04% of NC neutrons results in ≥ 50 NHITs in the detector, and only 0.39 ± 0.03% result in 60 NHITs or more. The light production above 50 NHITs in the poison
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<table>
<thead>
<tr>
<th>Category</th>
<th>Reaction</th>
<th>Probability (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$^2\text{H}(n,\gamma)^3\text{H}$</td>
<td>$62.4 \pm 0.7$</td>
</tr>
<tr>
<td></td>
<td>$^{35}\text{Cl}(n,\gamma)^{36}\text{Cl}$</td>
<td>$77.8 \pm 0.3$</td>
</tr>
<tr>
<td>External</td>
<td>$^2\text{H}(n,\gamma)^3\text{H}$</td>
<td>$56.4 \pm 4.7$</td>
</tr>
<tr>
<td></td>
<td>$^{35}\text{Cl}(n,\gamma)^{36}\text{Cl}$</td>
<td>$74.1 \pm 1.5$</td>
</tr>
</tbody>
</table>

Table 9.6: The probability that a neutron capturing via the $^2\text{H}(n,\gamma)^3\text{H}$ or $^{35}\text{Cl}(n,\gamma)^{36}\text{Cl}$ reactions survives a 50 or 60 NHIT cut. The probabilities are subject to reconstruction inside 7m. See test for details.

<table>
<thead>
<tr>
<th>Capture Reaction</th>
<th>Loc.</th>
<th>Poison</th>
<th>NCDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1\text{H}(n,\gamma)^2\text{H}$</td>
<td>$^2\text{H}O$</td>
<td>$7.17 \pm 0.12$</td>
<td>$34.89 \pm 0.21$</td>
</tr>
<tr>
<td></td>
<td>AV</td>
<td>$1.47 \pm 0.05$</td>
<td>$4.94 \pm 0.06$</td>
</tr>
<tr>
<td></td>
<td>$D_2O$</td>
<td>$5.03 \pm 0.10$</td>
<td>$22.72 \pm 0.16$</td>
</tr>
<tr>
<td>$^2\text{H}(n,\gamma)^3\text{H}$</td>
<td>$D_2O$</td>
<td>$0.66 \pm 0.03$</td>
<td>$7.23 \pm 0.08$</td>
</tr>
<tr>
<td>$^{10}\text{C}(n,\gamma)^{11}\text{C}$</td>
<td>$D_2O$</td>
<td>$1.19 \pm 0.04$</td>
<td>$12.23 \pm 0.11$</td>
</tr>
<tr>
<td>$^{11}\text{O}(n,\gamma)^{12}\text{O}$</td>
<td>$D_2O$</td>
<td>$0.03 \pm 0.01$</td>
<td>$0.16 \pm 0.01$</td>
</tr>
<tr>
<td>$^{12}\text{O}(n,\gamma)^{13}\text{C}$</td>
<td>$D_2O$</td>
<td>$0.21 \pm 0.02$</td>
<td>$2.10 \pm 0.04$</td>
</tr>
<tr>
<td>$^6\text{Li}(n,\alpha)^3\text{H}$</td>
<td>$D_2O$</td>
<td>$0.16 \pm 0.01$</td>
<td>$1.63 \pm 0.04$</td>
</tr>
<tr>
<td>$^{13}\text{N}(n,\gamma)^{15}\text{N}$</td>
<td>$D_2O$</td>
<td>$91.01 \pm 0.59$</td>
<td>$0.17 \pm 0.02$</td>
</tr>
<tr>
<td>$^3\text{He}(n,p)^3\text{H}$</td>
<td>NCDs</td>
<td>$46.07 \pm 0.24$</td>
<td></td>
</tr>
<tr>
<td>$^{24}\text{Na}(n,\gamma)^{24}\text{Mg}$</td>
<td>NCDs</td>
<td>$2.83 \pm 0.05$</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td></td>
<td>$0.04 \pm 0.01$</td>
<td>$0.07 \pm 0.01$</td>
</tr>
</tbody>
</table>

Table 9.7: The termination fraction for neutron histories from internal sources with NCDs and the neutron poison (LiNO$_3$) in the D$_2$O. See test for details.

The mean time taken for an NC neutron to reach thermal energies is 125ns. D$_2$O additives have little effect on the high energy interaction cross section (see Chapter 6) and therefore the mean thermalisation time is expected to be correct to within 10% when salt and poison are present in the D$_2$O. The time to capture is not expected to remain the same when either salt, poison, or the NCDs are added to the D$_2$O. Table 9.8 lists the mean capture times for these scenarios.

The capture times are important in SNO for 2 reasons. A lookback analysis has been envisaged that would distinguish between NC neutrons and $\beta$-$\gamma$ background neutrons. The technique would rely upon a coincidence between the captured background neutron (which would trigger the detector) and the $\beta$-decay that must have preceded it. The neutron would have to be reconstructed within 4m of the centre of the acrylic vessel and the $\beta$-decay within 50cm of the neutron event. The analysis is complicated by the number of $^{40}\text{K}$ and PMT $\beta$-$\gamma$ decay events that occur in the detector (0.07m$^{-1}$ in the case of $^{40}\text{K}$ and 6m$^{-1}$ in the case of $^{214}\text{Bi}$ PMT $\beta$-$\gamma$s) which can mimic the position and energy of the lookback $\beta$-decay event, but in principle it could provide an additional method of assessing the neutral current background. The lookback analysis would be assisted by increased salt concentrations, which would shorten the time taken for neutron capture and hence the time window used in the analysis, and in addition, increase the number of neutrons capturing within 50cm of the $\beta$-$\gamma$ event that preceded them. Higher salt concentrations would also increase the $^{40}\text{K}$ content of the D$_2$O.

The mean capture time is also important in the design of the $^{252}\text{Cf}$ source. The source is essentially a very small quantity of $^{252}\text{Cf}$ in the shape of a disc implanted in a liquid scintillator within an acrylic sphere less than 10cm in diameter. The recoil nuclei from a $^{252}\text{Cf}$ fission excite the scintillator, and the resulting light may be used to provide a fission event trigger. If the light is allowed to escape the acrylic sphere, then further $^{252}\text{Cf}$ fission events may mimic the neutron capture signal. This undesirable feature can be investigated using SNOMAN to model the $^{252}\text{Cf}$ source.
<table>
<thead>
<tr>
<th>Scenario</th>
<th>Mean Time to Capture</th>
</tr>
</thead>
<tbody>
<tr>
<td>D$_2$O</td>
<td>31.6ms</td>
</tr>
<tr>
<td>D$_2$O+1 tonne MgCl$_2$</td>
<td>7.0ms</td>
</tr>
<tr>
<td>D$_2$O+2 tonnes MgCl$_2$</td>
<td>4.0ms</td>
</tr>
<tr>
<td>D$_2$O+3 tonnes MgCl$_2$</td>
<td>2.8ms</td>
</tr>
<tr>
<td>D$_2$O+4 tonnes MgCl$_2$</td>
<td>2.2ms</td>
</tr>
<tr>
<td>D$_2$O+300kg LiNO$_3$</td>
<td>1.6ms</td>
</tr>
<tr>
<td>D$_2$O+ NCDs</td>
<td>15.4ms</td>
</tr>
</tbody>
</table>

Table 9.8: The mean time to capture for NC neutrons in the SNO detector. No error is shown since the time to capture is strongly position dependent. For comparison, the mean time to thermalisation is 125ns.

### 9.5 Analysis of the NC/CC Ratio As A Function of Salt Concentration

#### 9.5.1 Introduction

One of the main goals of the SNO experiment is to determine the ratio of the flux of all neutrinos through the SNO detector to the flux of electron neutrinos through it. This requires the measurement of the neutral current (NC) and charged current (CC) rates. The NC and CC rates in SNO can be extracted using a simple analysis of the SNO data. It is the aim of this section to show the effect of the salt concentration and backgrounds upon the significance of such an analysis, and hence to recommend a salt concentration for use in SNO.

Five salt concentrations were used in the analysis. They were 0%, 0.1%, 0.2%, 0.3%, and 0.4%. The absolute maximum salt concentration that could be SNO is set by the limits on the D$_2$O desalination process; there are two 60 tonne tanks and the maximum concentration of the brine solution that can be achieved is 5% and so the maximum concentration of MgCl$_2$O in the SNO D$_2$O is 0.6%. However, it has been stated [49] that 0.4% is the maximum concentration that could easily be achieved and that the lower the salt concentration the easier the desalination process will be. The concentrations that were investigated were restricted to the range 0 → 0.4% for this reason. The number of salt concentrations at which data was obtained was limited by the computer time available.

To compare the analysis of data obtained at one salt concentration to the analysis of data obtained at another, a measure of significance must be defined. Unfortunately the flux ratio $F_{\nu_e}/F_{\nu_x}$, which is 1 in the standard model of particle physics, is not directly determined in SNO. However, the NC and CC rates are related to the flavour and energy dependent neutrino fluxes through the detector;

\[
NC = \sum_{\nu=e, \mu, \tau} \int F_{\nu_x}(E_{\nu_x}) \sigma(E_{\nu_x}) G dE_{\nu_x}, \quad \text{(9.4)}
\]

\[
CC = \int F_{\nu_x}(E_{\nu_x}) \sigma(E_{\nu_x}) H dE_{\nu_x}, \quad \text{(9.5)}
\]

where NC is the neutral current event rate in SNO, CC is the charged current event rate, and $\nu$, $\mu$, and $\tau$ represent the three neutrino flavours, $F$ is a neutrino flux, $E$ is a neutrino energy, $\sigma$ is a neutrino interaction cross section in the SNO detector, $G$ is the probability of detecting a neutral current event (which is independent of neutrino energy), and $H$ is the probability of detecting a charged current event. The NC and CC rates in the SNO detector have been determined for the SSM and best fit MSW scenario using SNOMAN. Define $R_{\text{model}}$ to be the ratio of the SSM-normalised NC and CC rates and the rate for a model scenario in the SNO detector;

\[
R_{\text{model}} = \frac{NC_{\text{model}}/NC_{\text{SSM}}}{CC_{\text{model}}/CC_{\text{SSM}}}. \quad \text{(9.7)}
\]

Clearly if the SSM is taken as the model, $R_{\text{SSM}} = 1$. However, $R_{\text{MSW}} > 1$, due to the deficit of electron-neutrino CC events in the MSW model when it is compared to the SSM case. If $R$ can be accurately determined to be greater than 1, neutrino oscillations will have been observed in SNO. The significance
of the difference between $R_{\text{MSW}}$ and 1 depends upon the accuracy with which the quantities NC and CC can be determined from SNO data. The significance of an analysis is defined to be;

$$S = \frac{R_{\text{MSW}} - 1}{\sigma(R_{\text{MSW}})},$$

(9.8)

and is intended to be a crude indicator of the statistical significance of a value for $R$ different from 1.

### 9.5.2 The Analysis

The simplest analysis that could be used in SNO to obtain the NC and CC rates is a four parameter fit of signal and background distributions in four dimensions to data obtained directly from SNO. The number of parameters required is small because a 60 NHIT threshold will be used in the analysis. Such a high threshold means that only four types of event are present in the data. These are internal neutron events (IN), CC events, electron scattering events (ES) and external neutron events (EN). A 60 NHIT threshold is also the worst case scenario expected in SNO. Note that the results of Section 9.3 that all neutron events (with certain caveats) can either be classed as arising from a distribution like NC neutrons in SNO (internal neutrons) or like $^{208}\text{Tl}$ in the acrylic vessel (external neutrons) have been taken advantage of. All neutrino events have been simulated under the assumption that the MSW distortion to the $\nu_e$ energy spectrum will be small above 60 NHITs, and hence that neutrino oscillations cannot be detected by looking for the distortions. This is not an unlikely circumstance; most of the spectral distortions occur at low energies (below 60 NHITs).

Both neutral current events and $^{208}\text{Tl}$ and $^{214}\text{Bi}$ events in the D$_2$O contribute to the internal neutron distributions. It will be assumed that there is no way of determining the contribution of the D$_2$O backgrounds to the internal neutron rate in the SNO detector by data analysis. This is not true; Chen [56] [57] [58] has shown that it is possible to estimate the number of $^{208}\text{Tl}$ and $^{214}\text{Bi}$ events in the SNO detector at the 10% level using a pattern recognition algorithm, and the steeply rising number of background events at low NHIT is also a function of the concentrations of these two nuclei in the heavy water, but neither of these techniques has been verified to work and be robust against all systematics at this stage. Hence, for the purpose of this analysis, it will be assumed that the concentration of the contaminating $^{208}\text{Tl}$ and $^{214}\text{Bi}$ nuclei can only be determined by chemical assay with an accuracy at the 10% level.

The fit is four dimensional, following Wark [143]. The four dimensions used are $r_{\text{fitted}}, \text{NHITs}, \theta_1$, and $\cos \theta_{\text{sun}}$. With the exception of NHITs, each of these values is obtained by fitting an event with the time fitter ($r_{\text{fitted}}, \cos \theta_{\text{sun}}$) and the grid fitter/event classifier ($\theta_1$). The $\theta_1$ parameter is equal to the mean value of $\cos \theta_{ij}$ where $\theta_{ij}$ is the angle between the $i$th and the $j$th PMT hits. $\theta_1$ is a measure of the isotropy of an event ($^{35}\text{Cl}(\alpha,\gamma)^{37}\text{Cl}$ events are more isotropic than CC and ES events).

The analysis will be a standard minimisation of $\chi^2$:

$$\chi^2 = \sum_{i=1}^{4} \sum_{j=1}^{100} \left( \frac{\sum_{k=1}^{4} a_k D_{ijk} - Y_{ij}}{\sum_{k=1}^{4} a_k^2 \sigma^2(D_{ijk}) + \sigma^2(Y_{ij})} \right)^2,$$

(9.9)

where the sum over $i$ is a sum over 4 dimensions, the sum over $j$ is a sum over the number of bins (always 100), and the sum over $k$ is a sum over the 4 parameters to be fitted (the $a_k$). $D_{ijk}$ is the $j$th bin of the $k$th distribution in the $i$th dimension ($D_{ijk}$ might represent the $j$th bin of the electron scattering distribution in $r$, for example). $D_{ijk}$ is normalised such that $\sum_{j=1}^{100} D_{ijk} = 1$. Poisson statistics have been assumed for the $D_{ijk}$ before normalisation. The distribution representing 1 year of data in the SNO detector is $Y_{ij}$, and it formed from the distribution $E_{ijk}$ as follows:

$$Y_{ij} = \sum_{k=1}^{4} n_k E_{ijk},$$

(9.10)

It is the aim of the analysis to obtain the $n_k$. The $E_{ijk}$ are obtained in the same way but separately from the $D_{ijk}$. The fits were carried out using the Levenberg-Marquardt algorithm for finding non-linear least squares from [80]. The algorithm needed to be modified to evaluate $\chi^2$ according to Equation 9.9.

The $n_k$ were determined from Tables 2.1, 9.3, 9.4, 9.5, and 9.6, except that at the time of the analysis, the AV $^{208}\text{Tl}$ rate of Table 9.3 was believed to be a factor of 4 higher than that listed. Several analyses were completed in which the internal and external background rates (the sum of all the photodisintegration backgrounds internal to the D$_2$O and external to the D$_2$O respectively) were varied. Low and high rates differ from the standard rate by a factor of $\sqrt{10}$. The number of events in each event category that
<table>
<thead>
<tr>
<th>Category</th>
<th>Event</th>
<th>Salt Concentration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>Signal</td>
<td>CC</td>
<td>3397</td>
</tr>
<tr>
<td></td>
<td>ES</td>
<td>535</td>
</tr>
<tr>
<td></td>
<td>NC</td>
<td>474</td>
</tr>
<tr>
<td>Background (n's)</td>
<td>D₂O</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>AV</td>
<td>17</td>
</tr>
<tr>
<td></td>
<td>H₂O</td>
<td>1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Category</th>
<th>Regime</th>
<th>Salt Concentration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>Internal neutrons</td>
<td>Low</td>
<td>492</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>531</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>654</td>
</tr>
<tr>
<td>External neutrons</td>
<td>Low</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>57</td>
</tr>
</tbody>
</table>

Table 9.9: The number of events expected in 1 year of SNO data taking, as a function of salt concentration. Best fit MSW effect assumed. See text for details.

The distributions required to evaluate Equation 9.9 were obtained by direct simulation of 1 year’s worth of data taking in SNO using the SNOMAN program. SNOMAN was run once for each of the four event types (IN, EN, CC, and ES). The IN and CC events were distributed uniformly throughout the D₂O. The ES events were simulated uniformly in the D₂O and H₂O. The EN events were simulated uniformly throughout the acrylic vessel.

Each event in SNOMAN was fitted using the time fitter and the grid fitter/event classifier to obtain values for the four variables described in Section 9.5.2 (\(r_{\text{fitted}}\), NHT, \(\beta_1\), and \(\cos\theta_{\text{sun}}\)). The data was subject to a cut; an event must produce \(\geq 60\) hits in the detector, and must be reconstructed by the time fitter inside a 7m radius of the centre of the acrylic vessel. The purpose of the 60 NHT cut was to restrict the scope of the analysis carried out here to just four event types. The purpose of a 7m cut rather than a 6m cut was to allow events that occur inside the acrylic vessel but which reconstruct just outside it (due to a non-zero fitter resolution) to be included in the analysis.

<table>
<thead>
<tr>
<th>Int.</th>
<th>Ext.</th>
<th>Salt Concentration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>3313 ± 48</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>3319 ± 47</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>3304 ± 48</td>
</tr>
<tr>
<td>Std.</td>
<td>Low</td>
<td>3314 ± 48</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>3320 ± 47</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>3304 ± 48</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>3313 ± 48</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>3319 ± 48</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>3304 ± 49</td>
</tr>
</tbody>
</table>

Table 9.10: The CC rate reported by the \(\chi^2\) analysis (1 year of SNO data simulated).
<table>
<thead>
<tr>
<th>Int.</th>
<th>Ext.</th>
<th>Salt Concentration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>500 ± 26</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>509 ± 26</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>510 ± 26</td>
</tr>
<tr>
<td>Std.</td>
<td>Low</td>
<td>508 ± 26</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>508 ± 26</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>510 ± 27</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>511 ± 27</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>511 ± 27</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>512 ± 27</td>
</tr>
</tbody>
</table>

Table 9.11: The ES rate reported by the $\chi^2$ analysis (1 year of SNO data simulated).

<table>
<thead>
<tr>
<th>Int.</th>
<th>Ext.</th>
<th>Salt Concentration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>Low</td>
<td>Low</td>
<td>471 ± 32</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>470 ± 32</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>468 ± 32</td>
</tr>
<tr>
<td>Std.</td>
<td>Low</td>
<td>473 ± 33</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>478 ± 33</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>469 ± 33</td>
</tr>
<tr>
<td>High</td>
<td>Low</td>
<td>471 ± 38</td>
</tr>
<tr>
<td></td>
<td>Std.</td>
<td>475 ± 38</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>467 ± 38</td>
</tr>
</tbody>
</table>

Table 9.12: The NC rate inferred from the $\chi^2$ analysis (1 year of SNO data simulated). The NC rate is obtained by subtracting the internal background rate from the internal neutron rate reported by the $\chi^2$ analysis. The internal photodisintegration background is assumed to be known at the 10% level by chemical assay.

**9.5.4 Results**

The results of the $\chi^2$ analysis are displayed in Tables 9.10, 9.11, 9.12, 9.13, and 9.14. Figure 9.3 shows the individual CC, IN, ES, and EN contributions to 1 year of simulated SNO data (an 0.2% salt solution was simulated). The general results and trends in the fit are:

1. that the $\chi^2$ per degree of freedom was always between 0.9 and 1.1; and,
2. that the number of CC and NC events are correctly reported to within 1σ, but that they are always low;
3. that the number of ES events is correctly reported to within 2σ, but that they are always low, especially at high salt concentrations; and,
4. that the number of EN events is very poorly estimated for low rates ($< 100$ events per year), but otherwise an acceptable estimate is made; and,
5. that the significance of the NC/CC ratio deduced from the analysis is always $> 7$; and,
6. that the significance of the NC/CC ratio rises steeply between 0 and 0.1% salt concentrations and slowly thereafter; and,
7. that the significance of the NC/CC ratio is a strong function of the quantity of background internal to the D$_2$O at salt concentrations of 0.1% and above; and,
8. that the significance of the NC/CC ratio is a weak function of the quantity of photodisintegration capable nuclei in the AV and H$_2$O.
Table 9.13: The EN rate reported by the \( \chi^2 \) analysis (1 year of SNO data simulated).

<table>
<thead>
<tr>
<th>Ext.</th>
<th>Salt Concentration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>Low</td>
<td>7±20</td>
</tr>
<tr>
<td>Std.</td>
<td>7±17</td>
</tr>
<tr>
<td>High</td>
<td>68±24</td>
</tr>
<tr>
<td>Low</td>
<td>6±20</td>
</tr>
<tr>
<td>Std.</td>
<td>6±18</td>
</tr>
<tr>
<td>High</td>
<td>68±24</td>
</tr>
<tr>
<td>Low</td>
<td>6±20</td>
</tr>
<tr>
<td>Std.</td>
<td>7±18</td>
</tr>
<tr>
<td>High</td>
<td>67±24</td>
</tr>
</tbody>
</table>

Table 9.14: The significance, \( S \), as a function of the internal (Int.) and external (Ext.) backgrounds and the salt concentration. The error on the significance is purely statistical.

<table>
<thead>
<tr>
<th>Ext.</th>
<th>Salt Concentration (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.0</td>
</tr>
<tr>
<td>Low</td>
<td>8.9±2.0</td>
</tr>
<tr>
<td>Std.</td>
<td>9.0±2.0</td>
</tr>
<tr>
<td>High</td>
<td>8.6±1.9</td>
</tr>
<tr>
<td>Low</td>
<td>8.7±1.9</td>
</tr>
<tr>
<td>Std.</td>
<td>8.9±2.0</td>
</tr>
<tr>
<td>High</td>
<td>8.5±1.9</td>
</tr>
<tr>
<td>Low</td>
<td>7.6±1.8</td>
</tr>
<tr>
<td>Std.</td>
<td>7.7±1.8</td>
</tr>
<tr>
<td>High</td>
<td>7.4±1.7</td>
</tr>
</tbody>
</table>

The general trend for underestimating the number of events in each distribution means that the number of events reported by the fit is smaller than the number that took place. Wark [143] carried out a similar fit which also underestimated the total number of hits (by 0.7%). The effect is believed to be the result of assuming Gaussian statistics in where Poisson statistics actually apply. A more advanced analysis will be required for the SNO data when it becomes available. The number of events reported here are too low at the 1.5% level. This will be ignored in the present discussion.

The simple analysis carried out here is successful because each of the four event types can be distinguished from the others in at least 1 of the four fitted dimensions. For example;

1. the CC events distribution can be distinguished from the IN distribution using the NHITs variable and/or the \( \beta_1 \) variable and/or the \( \cos\theta_{\text{sun}} \) variable.

2. The forward peaked ES event distribution can be distinguished from the CC and (IN+EN) distributions using the \( \cos\theta_{\text{sun}} \) variable.

3. The IN and EN distributions can only be told apart using the \( r_{\text{fitted}} \) variable. This partly explains the weakness of the \( \chi^2 \) fit in estimating EN.

In fact, the distributions are sufficiently different that the fit can be successfully accomplished with any three of the 4 fit dimensions. Only the absence of the \( r_{\text{fitted}} \) distributions has significant effect on the outcome; in this case IN and EN cannot be distinguished in any way (they are covariant).
Figure 9.3: The result of the $\chi^2$ fit for standard internal and external backgrounds and 2 tonnes of MgCl$_2$. The distributions are, in order of magnitude largest to smallest in the fitted $r$ plot; 1 year of SNO data, CC events, IN events, ES events, and EN events.
Figure 9.4: $S$ is crudely proportional to the NC rate. The analysis fraction is the fraction of NC events in the SNO detector which can be detected above a 60 NHIT threshold and which reconstruct inside 7m. Below 0.1%, $S$ is expected to fall.

The significance $S$ varies rapidly with salt concentration in the region $0 \rightarrow 0.1\%$. The quantity varying most rapidly with the salt concentration in the region of $0 \rightarrow 0.1\%$ salt conc. is the NC rate. Making the approximation that the variation in the NC rate and in its error determine the variation in $S$, it is possible to show that $S \propto \sqrt{NC/(1 + A \cdot NC)}$, where $A \propto 5 \times 10^{-4}$. Therefore $S$ can be expected to vary like NC. $S$ and NC are plotted against salt concentration in Figure 9.4. The figure illustrates that where all quantities are slowly varying (above 0.1% salt concentration), $S$ is also slowly varying. It is also clear that, although no analysis has been completed to determine $S$ for salt concentrations between 0% and 0.1%, since $S$ can crudely be expected to vary like the NC rate it is expected to fall immediately below 0.1%.
9.6 Discussion of Results

The $\chi^2$ analysis that has been carried out implies that the SNO detector will be very sensitive to differences in the NC/CC ratio from 1. There are some caveats. The analysis has assumed that the event distributions in $r_{\text{fitted}}$, NHTs, $\beta_1$, and $\cos \theta_{\text{sun}}$ are known to a high precision. This requires that the electron and $\gamma$-ray calibrations be successful, and be modelled very well by SNOHIT. Wark [143] has investigated the sensitivity of the analysis presented here to a number of systematic errors (although only 2 salt concentrations were used, 0 and 2 tonnes). The most serious systematic error is a miscalibration of the energy response of the detector, where a shift of 2 PMT hits (which is much larger than expected in SNO) can almost eliminate NC/CC ratios different from 1. The most significant error from the point of view of neutron transport and the estimation of the NC rate in SNO is an error in the $r_{\text{fitted}}$ distributions for IN and EN events used in the $\chi^2$ analysis. This is because the two event types differ only in their $r_{\text{fitted}}$ distributions. This error would be particularly significant when the number of EN events becomes large. The neutron calibration source ($^{252}$Cf) is particularly important in this regard, and it must be made to approach the acrylic vessel as closely as possible when calibrating in salted D$_2$O, since the IN neutron distribution is changing rapidly in this region.

There are several ways in which the presence of systematic errors in the $\chi^2$ analysis might be detected. The most basic are;

1. to exclude each variable in turn from the $\chi^2$ analysis. This cannot be used to eliminate the energy dependence of the analysis, since $\beta_1$ is not energy-independent (high energy electrons spend a larger fraction of their life travelling in a straight line than low energy electrons).

2. To compare the analysis of the whole detector with analyses involving the $0 \rightarrow 4$m region and the $5 \rightarrow 6$m region.

3. To compare analyses with different NHT thresholds (generally higher).

All of these techniques will be used in the analysis of SNO data.

An analysis such as the one presented here will be used on SNO data. It will be more difficult to complete because of the difficulty in calibrating the events distributions that are required. This means that the significance levels found here cannot be expected of the SNO data, mainly due to systematic uncertainties that will be generally independent of salt concentration. However, the behaviour of the significance $S$ as a function of salt concentration can be expected to be similar to that found here, and therefore it is possible to make a recommendation regarding the salt concentration. There is no benefit to the statistical significance of a $\chi^2$ fit when salt concentrations are increased above 0.1%. Below 0.1%, the significance is expected to fall continuously until 0% salt concentration is reached. At 0% the significance is sufficient in the absence of large systematic errors to indicate an NC/CC ratio different from 1, but this concentration cannot be recommended because $\beta_1$ can no longer be used to distinguish IN and CC events. A salt concentration of 0.1% is recommended by this analysis for use in SNO, although if the lookback analysis is to be used, higher salt concentrations may be preferable.
9.7 Conclusion of Thesis

In this thesis, work done by the author on the SNO experiment has been presented. Most of the work has revolved the incorporation of neutron transport into the SNO Monte Carlo, SNOMAN, with some other work on verification and component testing.

The measurements of the angular performance of the SNO PMT and concentrator were used to verify Lay's Monte Carlo model [63] of the photomultipliers. Lay's model agrees well with the data at the 2% level. The agreement between the experimental data and Lay's model of the bin experiment gives some confidence that the behaviour of the PMTs will be well modelled in the SNO Monte Carlo. These results were first presented in a paper by Lay and Lyon [96].

The photodisintegration cross section was fitted to a simple theory (near threshold) and to data \((\rightarrow 20\text{MeV})\) with errors of the order of 1% for \(\gamma\)-ray energies below 18MeV. The required change to the \(\gamma\)-ray interaction cross section in SNOMAN can be made without modifying the EGS4 code which calculates that cross section, and without introducing any approximations.

The \(n\)-transport requirements of any model of the SNO detector have been investigated. The dominance of low energy NC interactions and light nuclei in SNO mean that thermal transport must be modelled accurately in SNOMAN. The most significant nuclei are the H, D, and O nuclei which all contribute to scattering at thermal energies, and the \(^6\text{Li}, ^{35}\text{Cl}\) and \(^3\text{He}\) nuclei which dominate capture whenever they are present. The \(^{13}\text{C}\) and \(^{18}\text{O}\) nuclei in SNO can be neglected as can the \(^{17}\text{O}\) nucleus provided the \(^{17}\text{O} (n,\alpha)^{14}\text{C}\) reaction is explicitly catered for. The effects on \(n\)-transport of the isotopic exchange of hydrogen with deuterium in the SNO heavy water were shown to be negligible.

MCNP has been found to be accurate at the 3% level [104] in circumstances similar to those found in the SNO experiment and was selected for use in SNOMAN. Because MCNP and SNOMAN are very different programs, MCNP was rewritten for use in SNOMAN. The SNOMAN \(n\)-transport code was then shown to reproduce the results of MCNP. In addition the SNOMAN program has also been shown to reproduce representative cross sections at thermal energies, and to match the diffusion equation closely in the limit \(\Sigma \gg \Sigma_a\). The \(n\)-transport code will be used extensively in the analysis of SNO data.

The photodisintegration code written for SNOMAN by this author was used to determine the probabilities that \(^{214}\text{Bi}\) and \(^{208}\text{Tl}\) decays in the \(\text{D}_2\text{O}, \text{AV}, \text{and} \text{H}_2\text{O}\) result in the photodisintegration of a deuteron, and hence to estimate the number of photodisintegration events that are expected in the SNO detector. This is vitally important because these events mimic the neutral current signal in SNO.

SNOMAN was used to determine the \(r_{\text{fitted}}, \text{NHTIs, } \beta_1, \text{and } \cos \theta_{\text{sun}}\) distributions for neutrons in SNO for 5 salt concentrations from \(0 \rightarrow 0.4\). These were used with the charged current and elastic scattering distributions to construct the distributions expected from 1 years data taking in SNO, assuming MSW event rates. A simple \(\chi^2\) analysis was carried out, and the significance of the analysis was found to fall below and be constant above salt concentrations of 0.1%. A minimum salt concentration of 0.1% should be used in the SNO detector.

In addition to the work on SNOMAN, the author has also designed a test tank facility in collaboration with N. Jelley. The facility will be used to monitor detector component corrosion in ultra pure light water. The purpose of the test tanks is to mimic water purity, temperature, and flow conditions in the PSUP region of the SNO detector as closely as practicable in order to allow the testing of components similar to those in place in the SNO detector. The purity and flow conditions will be matched very closely. The temperature in the test tanks will be approximately 4°C higher than those in the SNO cavity.
Appendix A

The Uranium and Thorium Decay Chains

Figure A.1: The Thorium decay scheme [145]. Half lives and Q-values (in MeV) of α and β⁻ decays and energies (in keV) of important γ radiations are given.
Figure A.2: The Uranium decay chain [145]. Half lives and Q-values (in MeV) of α and β⁻ decays and energies (in keV) of important γ radiations are given.
Appendix B

Heat Transfer in Multi-Layered Cylindrical Systems Undergoing Cooling by Free Convection

B.1 Introduction

The pipe and test tanks of Chapter 4 are subject to heating by their environment. This appendix will determine the temperature change in the water in the pipe and in the test tanks which occurs as a result of the heating.

In Section B.2 empirical relations and data are presented which describe heat transfer by free convection from the surface of the pipe and the surfaces of the test tanks. Empirical relations and data will also be presented for the heat transferred to the pipe by forced convection from the water flowing through it. Sections B.3 and B.4 present the calculations of the temperature change in the pipe and the mean temperature in the tanks.

B.2 Heat Transfer by Free and Forced Convection

B.2.1 Heat Transfer by Free Convection

In general, it is not possible to solve analytically for the heat transferred from a surface by free convection in a physical system, and empirical relations are used instead. This section aims to introduce the dimensionless numbers that characterise fluid properties in free convection and their relationship to the film coefficient (also known as the heat transfer coefficient). These relations are used later in this appendix to determine the heat lost from the test tanks and the pipe bringing water to them.

Several dimensionless numbers are used in empirical free-convection heat flow calculations. The first, the Grashof number, represents the ratio of buoyancy forces to viscous forces in free flow convection. It is defined as;

$$Gr = \frac{g\beta(T_w - T_\infty)x^3}{\nu^2},$$  \hspace{1cm} (B.1)

where $g$ is the acceleration due to gravity, $\beta$ is the convective fluid's volume coefficient of expansion, and $\nu$ is its kinematic viscosity. $T_w$ is the temperature of the surface that is being heated (cooled) by free convection, whilst $T_\infty$ is the bulk temperature of the convective fluid. $x$ is the magnitude of the characteristic dimension of the convective surface. For pipes in air, $x = d$, where $d$ is the outer diameter of the pipe.

The second dimensionless number, the Prandtl number, is defined as $Pr = \nu/\alpha$, and it is the ratio of the thicknesses of the hydrodynamic and thermal boundary layers. Here $\alpha = k/\rho c$ is the thermal diffusivity of the convective fluid, $k$ is its thermal conductivity, $\rho$ is its density and $c$ its specific heat capacity.

The third dimensionless number is the Nusselt number. Empirically, the Grashof and Prandtl numbers can be related to the average value of the Nusselt number in a variety of circumstances through the equation [109] (overleaf);
\[ \overline{Nu}_f = C(Gr_f Pr_f)^m , \]  

(B.2)

where \( Nu, Gr, Pr \), are the Nusselt, Grassof, and Prandtl numbers, respectively. The subscript \( f \) indicates that the dimensionless numbers are evaluated at the film temperature which is defined as \( T_f = (T_w + T_\infty)/2 \). Empirical data on \( C \) and \( m \) is available for a range of geometries and Rayleigh numbers \( (Ra = Gr Pr) \).

The heat transfer \( q \) per unit area through a surface exposed to a convective fluid is related to the film coefficient \( f \) by \[ \text{[111][109]} \]

\[ q = f(T_w - T_\infty) , \]  

(B.3)

where the definitions of \( T_w \) and \( T_\infty \) are unchanged. The film coefficient is just the heat transferred per unit area per unit temperature difference. The average value of the film coefficient is directly related to the average value of the Nusselt number, \( \overline{f}x/k = \overline{Nu}_x \), and therefore it is empirically related to the Grassof/Prandtl numbers;

\[ \overline{f} = \frac{k}{x} C(Gr_f Pr_f)^m . \]  

(B.4)

The free convection film coefficient is temperature dependent, that dependence residing in the Grassof number. The empirical relation of Equation B.4 can now be used to determine the heat transfer coefficient (film coefficient) \( f \) from the Grassof and Prandtl numbers, provided \( C \) and \( m \) are known. Fortunately, many experiments in free convection have been done which report values of \( C \) and \( m \). These have been tabulated for a number of surfaces of different geometry in both vertical and horizontal orientations by Holman [109].

The free convection Grassof and Prandtl numbers for the pipe of Chapter 4 vary with the thickness of the insulation that is envisaged. For a pipe in air at approximately 15°C whose outer diameter varies between 6.7cm and 19.9cm, their product (the Rayleigh number, \( Ra \)) always lies in the range \( 10^4 \rightarrow 10^7 \). In this range Holman [109] recommends values for \( C \) and \( m \) for a horizontal pipe as follows; \( C = 0.48 \) and \( m = 1/4 \).

Holman [109] states that a vertical cylinder such as that represented by the side of the test tanks may be treated as a vertical flat plate for the purposes of free convection when the ratio of its diameter to its height satisfies the condition;

\[ \frac{D}{L} \geq \frac{35}{Gr_L^{1/4}} , \]  

(B.5)

where \( D \) is the diameter of the cylinder, \( L \) is the height of the cylinder, and \( Gr_L \) is the Grassof number formed with the height of the cylinder as the characteristic dimension. For the cylinder of Chapter 4,

\[ \frac{D}{L} = 3.4 , \]  

(B.6)

\[ \frac{35}{Gr_L^{1/4}} = 0.2 , \]  

(B.7)

and so the inequality of Equation B.5 is satisfied, and hence the vertical cylinder may be treated as a vertical flat plate.

The free convection Rayleigh number for the cylinder of Chapter 4 lies in the range \( 10^4 \rightarrow 10^9 \). In this range Holman [109] recommends values for \( C \) and \( m \) for a vertical flat plate as follows; \( C = 0.59 \) and \( m = 1/4 \). The Rayleigh number for the upper surface of the cylinder, a circular horizontal plate, is in the range \( 10^5 \rightarrow 10^{11} \). In this range Holman [109] recommends values for \( C \) and \( m \) for the upper surface of a cooled horizontal plate of \( C = 0.27 \) and \( m = 1/4 \).

\( C \) and \( m \) have now been determined for all the surfaces in the test tanks and the pipe bringing water to them which are exposed to the free motion of air, and hence heated by free convection. The dependence of the free convection film coefficients on temperature is slight; they vary only slowly with changes in \( T \). The next section will move on to the forced convection that takes place in the water pipe leading to the test tanks.
B.2.2 Heat Transfer by Forced Convection

If cold water is forced into a warm pipe heating will occur. The physics in this section applies to the long horizontal pipe of Chapter 4 that carries water to the test tanks. Forced convection in conditions of laminar flow (see Chapter 4) is dealt with by Kay and Crawford [110]. They state that in the case of laminar fluid flow in a smooth circular tube with fully developed velocity and temperature profiles (away from the mouth of the tube) and an exponentially varying heat flux (see later in this appendix), there is an indirect empirical relationship between the Nusselt number and that flux. For a heat flux \( q \) (the heat transfer per unit area per unit time) of the form:

\[
q = q_0 \exp \left(-\frac{1}{2} n z \right),
\]

Kay and Crawford give a relationship due to Shah and London [111] who have found that \( n \) is related to the Nusselt number by the equation:

\[
\text{Nu}_d = 4.3573 + 0.0424n - 2.8368 \times 10^{-4} n^2 + 3.6250 \times 10^{-6} n^3 - 7.6497 \times 10^{-8} n^4 + 9.1222 \times 10^{-12} n^5 - 3.8446 \times 10^{-15} n^6,
\]

(B.9)

this latter equation being accurate to 3% in the range \(-51.36 < n < 100\). Once the Nusselt number is known the film coefficient, which is a constant in the circumstances of forced convection presented here, can be obtained from it using the usual relation \( f' d/k = \text{Nu}_d \), where \( d \) is the pipe inner diameter, and \( f' \) and \( k \) are defined in Section B.2.1. The relationship between the heat transferred, \( q \), and its coefficient \( f' \), is now:

\[
q = f' (T_w - T_m),
\]

(B.10)

where \( T_m \) is defined as the mean (velocity-averaged) temperature of the fluid in the tube.

Unfortunately \( q \propto f \propto \text{Nu}_x = F(q) \), where \( F(q) \) is only a convenient notational device for emphasising the difficulty in using the equations given in this section for a calculation from first principles. This is because of the difficulty in evaluating either \( q, f, \) or \( \text{Nu}_x \). Later in this appendix, this problem is overcome by searching for a value for \( n \) that satisfies all the relationships given here.

B.3 Heat Loss in the 30m Horizontal Pipe

The temperature of the water delivered to the test tanks is dependent on the heat transferred to the water from the environment during its journey down the 30m pipe that delivers water to the test tanks. Throughout this discussion, the pipe shall be assumed to be everywhere horizontal: this is in fact not the case, but the vertical sections of pipe are short compared with the length of the remainder, and therefore they will be neglected in this treatment. Note that a temperature rise in the pipe of less than 1°C will be considered low enough for the operation of the test tanks. This is not only because the temperature rise in the test tanks is larger than 1°C, but also because the calculations made here are idealised, and hence cannot be expected to yield results that are applicable to the test tank facility to much better than 30%. Rather, these calculations have been made to show the feasibility of the operation of the test tanks.

In this section the heat transferred to the water from the environment will be calculated and the temperature rise inferred for a variety of water velocities and insulation thicknesses. The heat transferred to a horizontal pipe varies depending on whether the fluid flow is laminar or turbulent. The Reynolds number associated with the slow flow of the water through the pipe that supplies the test tank facility is:

\[
Re = \frac{\rho v d}{\mu} = 309.1
\]

(B.11)

where \( \rho \) is the density of the fluid (1g cm\(^{-1}\)), \( v \) is the mean velocity of the water in the pipe (1.59cm s\(^{-1}\)), \( d \) is the diameter of the pipe (2.54cm), and \( \mu \) is the dynamic viscosity of water at 10°C (which is 1.307 \times 10^{-3} \text{Pa s}) . The water velocity is that required to supply the 3 test tanks with enough water in order to simulate the flow rate in the PSUP region of the SNO detector. Munson, Young and Okiishi [107] state that fluid flow is expected to be laminar in a pipe whenever \( Re \leq 2100 \), and hence the water
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Figure B.1: A schematic of the pipe. \( r_1 \) is the pipe's inner radius, \( r_2 \) its outer radius. \( r_3 \) is the outer radius of the insulation material. \( T_m \) is the velocity-averaged mean temperature of the water. \( T_1 \) is the temperature of the water-polypropylene boundary, \( T_2 \) is that of the polypropylene-insulator boundary. \( T_3 \) is that of the insulator-air boundary, and \( T_0 \) is the bulk temperature of the air.

in the pipes will be in the laminar flow regime for water velocities of up to approximately 7 times the nominal value.

Heat transfer from the air to the pipe is due to the free convection of air around the pipe. ‘Free convection’ here refers to the buoyant motion of the air due to local variations in the density that result from heating. This heating is by conduction from neighbouring volumes of air or the surface of the pipe. Heat transfer in the pipe is by conduction through the polypropylene and the insulation. This conduction carries heat radially inward to the water and along the pipe. Heat enters the water in the pipe from the plastic by forced convection. Forced convection is the process by which heat traverses a fluid whose velocity profile is, to a good approximation, fixed. Here it is assumed that the velocity profile of the water in the pipe is unaffected by the temperature profile that develops as the water is heated. Once again, heat is transferred locally by conduction. Convection cannot occur along the pipe, and will not occur in the transverse (vertical) direction because of the small dimensions of the pipe (its inner diameter will be 1.58cm).

B.3.1 An Equation for the Local Heat Loss in a Horizontal Pipe

It is the goal of this section to present a physical model of the heat lost from an insulated horizontal pipe. Good thermal contact between the pipe and the insulation is assumed throughout. The relationships given in Sections B.2.1 and B.2.2 between the free and forced heat transfer coefficients and the heat transferred will be used to provide boundary equations. The system is illustrated in Figure B.1. The heat equation \([109]\) is:

\[
m c \frac{\partial T}{\partial t} = \nabla \cdot (k \nabla T) + Q.
\]

(B.13)

\( m \) is the mass of the element, \( c \) is its specific heat, \( T \) is its temperature, \( k \) is its thermal conductivity, and \( Q \) is the heat generated within the element. This treatment will be concerned solely with the radial heat transfer through the pipe materials, neglecting the comparatively slow longitudinal heat transfer, and
hence the problem will reduce to one of a one-dimensional nature. In the steady state, for a cylindrically symmetric system, and for \( Q = 0 \), \( \partial^2 T/\partial z^2 = 0 \), Equation B.13, in cylindrical polar coordinates, is;

\[
\frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial T}{\partial r} \right) = 0 \tag{B.14}
\]

The solution to this equation takes the form \( T(r) = A + B \ln(r) \) where \( A \) and \( B \) are constants whose values are set using the boundary conditions. The physical system consists of two concentric cylinders in contact with one another. The inner cylinder is made of polypropylene (plastic), the outer cylinder is an insulating material. The labels \( w, p, i, \) and \( a \) refer to the water, plastic, insulating material and the air. The inner, contact, and outer radii of the cylinders are \( r_1, r_2, \) and \( r_3 \), respectively. The boundary conditions represent the equality of temperature at a boundary, and are \( T_p(r_1) = T_1, \) \( T_p(r_2) = T_i(r_2) = T_2, \) and \( T_i(r_3) = T_3. \) The boundary conditions are also definitions for the quantities \( T_1, T_2, \) and \( T_3. \) These boundary conditions yield expressions for the solutions to Equation B.14 in the polypropylene and the insulating material;

\[
T_p(r) = T_1 + \frac{T_2 - T_1}{\ln(r_2/r_1)} \ln(r/r_1), \tag{B.15}
\]

\[
T_i(r) = T_2 + \frac{T_3 - T_2}{\ln(r_3/r_2)} \ln(r/r_2). \tag{B.16}
\]

The thermal conductivities of polypropylene and the insulating foam are \( k_p \) and \( k_i. \) The areas \( A_2 \) and \( A_3 \) are defined as \( A_2 = 2\pi r_2, \) and \( A_3 = 2\pi r_3, \) and are perimeters, or areas per unit cylinder length. Using these definitions, the remaining boundary conditions, which represent equality of heat flow, or conservation of energy flux through a boundary, can be stated;

\[
f'(T_m - T_1) = -k_p \frac{\partial T_p}{\partial r} \bigg|_{r_1}, \tag{B.17}
\]

\[
-k_p \frac{\partial T_p}{\partial r} \bigg|_{r_2} = -k_i \frac{\partial T_i}{\partial r} \bigg|_{r_2}, \tag{B.18}
\]

\[
-k_i \frac{\partial T_i}{\partial r} \bigg|_{r_3} = f(T_3 - T_\infty). \tag{B.19}
\]

where \( q = -k A \nabla T \) follows from Fourier’s law of heat conduction [111]. In the first and last equations, Equations B.17 and B.19, empirical relations for the heat flux in the circumstances of forced and free convection have been utilised. These relations are discussed in Sections B.2.2 and B.2.1, where \( f \) and \( f', \) the free and forced heat transfer coefficients, were introduced. \( T_m \) is the velocity-averaged water temperature. \( T_\infty \) is the bulk temperature of the air around the pipe. \( k_p \) is the thermal conductivity of plastic, and \( k_i \) is that of the insulating foam.

From Equations B.16 to B.19 and their associated definitions, it follows that the heat lost per unit length of the pipe, \( q, \) is [112];

\[
\frac{q}{2\pi} = \frac{1}{r_1 f'} + \frac{1}{r_2 f} + \frac{\ln(r_2/r_1)}{k_p} + \frac{\ln(r_3/r_2)}{k_i} + \frac{1}{r_3 f}. \tag{B.20}
\]

Equation B.20 is the principal result of this section. It describes the heat lost radially from a section of the pipe of unit length provided \( T_m, f, \) and \( f' \) can be found. Note that \( T_\infty \) is a known boundary condition, and the other quantities are known material properties or dimensions. Note also that if the very slight hidden dependence of \( q \) on \( T \) which resides in \( f \) is ignored, then \( q \) is a linear function of \( T_m. \)

At and near the mouth of the 30m pipe of Chapter 4, the temperature of the water has not risen above that of the SNO cavity and therefore \( T_m = 10^\circ C. \) With this in mind, and the \( f'(n) = N_u d(n) k/d \) dependence of the forced convection film coefficient \( f'(n) \) made explicit, the heat transfer near the mouth of the pipe, \( q_0, \) is;

\[
\frac{q_0}{2\pi} = \frac{1}{r_1 f'(n)} + \frac{1}{r_2 f'} + \frac{\ln(r_2/r_1)}{k_p} + \frac{\ln(r_3/r_2)}{k_i} + \frac{1}{r_3 f}. \tag{B.21}
\]
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B.3.2 Heat Loss in a Pipe of 30m Length

This section will use the relations developed in the previous sections to determine the temperature change in the water flowing through the 30m pipe. The heat flux into the pipe is expected to vary exponentially with distance, as are all the temperatures in the pipe; this is because the change in temperature of an element of water flowing down the pipe is a linear function of the heat transfer per unit length, \( q \), which is in turn a linear function of the temperatures. This latter fact is a consequence of the repeated application of boundary conditions to the fundamental heat transfer equations. The relationship between \( q \) and \( T_m \) (the velocity-averaged temperature of the fluid in the pipe) for the horizontal pipe in question is derived in its entirety in B.20. It is approximately equivalent to \( q \propto AT_m + B \). The exponential dependence of the water temperature and heat flux on distance is evident in

\[
\frac{\Delta T_m}{\Delta z} \propto q \propto AT_m + B .
\]  

(B.22)

Using Equation B.8, the heat loss per unit area per unit time is defined to be \( q = q_0 \exp(-\frac{1}{2}nz) \), where \( n \) has yet to be determined. The mean temperature change of the water in the pipe over a distance \( d \) due to the heat loss through the walls is then;

\[
\delta T_m = -\frac{q(z)\delta z\delta t}{\pi r^2 \rho c_v} ,
\]  

(B.23)

\[
\delta T_m = -\frac{q(z)\delta z}{\pi r^2 \rho c_v} , \quad z = vt ,
\]  

(B.24)

\[
\int_{T_m(0)}^{T_m(d)} dT = \int_0^d \frac{-q(z)}{\pi r^2 \rho c_v} dz ,
\]  

(B.25)

\[
T_m(d) - T_m(0) = -\frac{q_0}{\pi r^2 \rho c_v} \int_0^d \exp(-nz/2)dz ,
\]  

(B.26)

\[
T_m(d) - T_m(0) = -\frac{2q_0}{n\pi r^2 \rho c_v} (\exp(-nd/2) - 1) ,
\]  

(B.27)

where \( v \) is the mean velocity of the water in the pipe. Using the fact that \( T_m(z) \) varies exponentially in the manner of the heat flux, and applying the boundary conditions \( T_m(0) = T_0 \) and \( T_m(\infty) = T_\infty \) leads to;

\[
T_m(z) = T_\infty - (T_\infty - T_0) \exp(-\frac{1}{2}nz) .
\]  

(B.28)

Equations B.27 and B.28 can in their turn be used to find an equation for \( n \);

\[
n = \frac{2q_0}{(T_\infty - T_0)\pi r^2 \rho c_v} .
\]  

(B.29)

Unfortunately, \( q_0 \) is itself dependent on \( n \), as is shown in Equation B.21, and hence Equation B.29 must be solved numerically. A program has been written to search for a consistent value of \( n \). The program repeatedly bisects ever smaller intervals whilst searching for a change in sign of the function

\[
f(n) = n - \frac{2q_0}{(T_\infty - T_0)\pi r^2 \rho c_v} .
\]  

(B.30)

The program halts when the width of the interval is smaller than 10\(^{-6}\), which when considered as the sole error gives a negligible maximal error in \( T_m(d) \) of;

\[
\Delta T = \left[ \frac{d}{2} (T_\infty - T_0) \exp(-nd/2) \right] \Delta n < 0.0005^\circ K .
\]  

(B.31)

Once an appropriate value for \( n \) has been found, the change in the velocity-averaged temperature can be found from Equation B.28. Table B.1 gives \( T_d \) as a function of \( v \), the water velocity, and \( x \), the insulating foam’s thickness.

Water exits the SNO cavity at 10°C. Without any mechanism to actively cool the water, controlling the temperature at which it arrives at the test tank facility must be achieved by the use of insulation and increased water flow rates. Given the range of values presented in Table B.1, a 1°C rise in temperature is attainable with a flow velocity of ~ 6cm s\(^{-1}\) and 0.5cm of foam insulation.
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Table B.1: $T_m(d)$ as a function of water velocity and the radial thickness of the insulation.

Throughout this evaluation, it has been assumed that the air flow around the pipe could be considered as entirely due to natural convection. The worst-case scenario, which is rapid turbulent motion of the air near the pipe, can be simulated by assuming that the surface of the pipe is at a constant temperature of 25°C. Even in this circumstance, the temperature rise can be limited to 1°C by using 1cm of insulation and flowing the water at ~ 9cm s$^{-1}$ (calculations not shown). This result shows that the heat transferred is minimally dependent on atmospheric conditions around the pipe, and indirectly justifies the neglect if the $T$ dependence of the free convection film coefficient, $f$.

It has also been assumed that the pipe is far from other objects, where far in this context means a distance $\gg$ 1cm, the approximate thickness of the convective boundary layer around the pipe [109]. In reality, the pipe is supported next to a mine corridor wall, and it is likely to be near to other pipework. The effects of such crowding cannot be quantitatively anticipated here, but the large range of water flow velocities and foam thicknesses presented in the results of Table B.1 that lead to a water temperature rise in the pipe of less than 1°C imply that by adjusting the water flow velocity and insulation thickness, a temperature rise limited to a maximum of 1°C can be achieved.

This author conservatively recommends that 1cm of foam insulation is used, and the water velocity adjusted until the temperature rise in the pipe is less than 1°C. The velocity required is expected to be between 4 and 6 times the minimum required rate.

### B.4 Heat Loss in the Test Tanks

In the preceding section, Section B.3, it has been shown that it is reasonable to expect a temperature rise in the pipework leading up to the tank of no more than 1°C (to 11°C). It is the aim of this section to determine the average temperature of the water in the test tanks. Once the water has entered the test tanks, its flow rate slows considerably, the average vertical water velocity in the tanks being $3.7 \times 10^{-4}$cm s$^{-1}$ (or approximately 1.3cm hr$^{-1}$). The test tanks will be lagged with 5cm of Instapak-Floral foam insulation [108]. The flow rate of the water will be assumed to be negligible in the calculations that follow.

#### B.4.1 Heat Transfer Through the Sides of the Test Tanks

It is the goal of this section to present a physical model of the heat lost from the sides of the test tanks of Chapter 4. The system under consideration will be cylindrical and vertical in nature, and undergoing free convection at its outer surface. There is no forced convection, and it will be assumed that the inner surface of the cylinder is at the same temperature as the water it is in contact with, and that the temperature is representative of the bulk of the water inside a test tank. This is an approximation based upon the slow heating in the tanks. As a result of the change in boundary conditions at the inner surface of the cylinder, this problem is somewhat simpler than that considered in Section B.3.1; there is one fewer boundary conditions (Equation B.17 is no longer applicable), and one fewer variable to eliminate ($T_i$ is now a boundary value, and equal to $T_w$, the bulk water temperature). In all other respects, the physics is the same as before. The heat flux through a vertical cylinder (a test tank) per unit height, $q$, is [112];
\[
\frac{q}{2\pi} = \frac{t_w - t_\infty}{\ln(r_2/r_1) + \ln(r_3/r_2) + \frac{1}{r_3f}}.
\] (B.32)

where \( r_1 \) is now the inner radius of the test tanks, \( r_2 \) is the outer radius of those tanks and the inner radius of the insulation, and \( r_3 \) is the outer radius of the insulation on the test tanks. The thermal conductivities have the same definitions as they did in Section B.3.1. The film coefficient \( f \) now refers to the heat lost by free convection from the sides of the test tanks. The rate of heat loss from the top and bottom surfaces of the test tanks will be determined in the next section.

### B.4.2 Heat Transfer Through The Top and the Bottom of the Test Tanks

This section is applicable to the heat conducted out of the lid and floor of the test tanks of Chapter 4. The floor of the tank is shielded by insulating material from the floor proper: a good thermal contact is assumed. The lid suffers heat loss by free convection. Once again it is assumed that the inner surface of the lid and floor of the test tanks is at the same temperature as the bulk of the water. The solution to the heat equation, Equation B.13, for a layered system of 2 regions with 3 parallel boundaries, representing an acrylic plate and a layer of insulation material, is:

\[
T_p = T_1 + \frac{T_2 - T_1}{x_2 - x_1}(x - x_1),
\] (B.33)

\[
T_i = T_2 + \frac{T_3 - T_2}{x_3 - x_2}(x - x_2),
\] (B.34)

where \( T_1 \) is the temperature of the polypropylene in contact with the water, \( T_2 \) is the temperature of the polypropylene in contact with the insulating foam, and \( T_3 \) is that of the insulating foam in contact with the floor. \( x_2 - x_1 \) is the thickness of the polypropylene, \( x_3 - x_2 \) is that of the insulating foam. In the steady state, the heat conducted through the foam must be the same as that conducted through the polypropylene (there are no heat sinks) and hence, from Fourier’s law of heat conduction [111] and Equations B.33 and B.34:

\[
q = -k_p\frac{T_2 - T_1}{x_2 - x_1} = -k_i\frac{T_3 - T_2}{x_3 - x_2},
\] (B.35)

where \( k_p \) is the thermal conductivity of the polypropylene plastic, and \( k_i \) is that of the foam insulator. \( q \) is the heat conducted per unit area per unit time. Equations B.33, B.34, and B.35 are sufficient to find a solution for the floor of the tank provided it is assumed that the insulation around the tank is in good thermal contact with the ground; then the heat transferred per unit area per unit time is:

\[
q = \frac{T_3 - T_1}{\frac{x_2 - x_1}{k_p} + \frac{x_3 - x_2}{k_i}}.
\] (B.36)

\( q \) is a linear function of \( T_3 (= T_\infty) \) and \( T_1 (= T_w) \).

The lid of the tank is insulated like the floor, but here heat transfer by free convection will occur. Equations B.33, B.34 and B.35 are still valid, but now \( T_3 \) is the temperature of the insulating foam in contact with the air, and \( T_\infty \) is the bulk air temperature. There is one further boundary condition involving a film coefficient:

\[
q = -k_i\frac{T_3 - T_2}{x_3 - x_2} = -f(T_\infty - T_3),
\] (B.37)

Using Equations B.33, B.34, B.35, and B.37, \( q \), the heat transfer per unit time per unit area for the tank lid, can be found:

\[
q = \frac{T_\infty - T_1}{\frac{x_2 - x_1}{k_p} + \frac{x_3 - x_2}{k_i} + \frac{1}{f}}.
\] (B.38)
B.4.3 The Average Temperature of the Water in the Test Tanks

If it is assumed that the temperature difference between the top and the bottom of a test tank is small, then there will be little convective heat transfer through the water, and conductive heat transfer will dominate. In addition, the water tank will be well described by a single temperature. In the steady state, the net heat flow into the tank must be balanced by the heat absorbed or released by any changes in temperature of the water therein;

\[ M c \frac{\partial T}{\partial t} = Q - mc(T - T_0) = 0 \]  \hspace{1cm} (B.39)

where \( T \) is the temperature of the water, \( M \) is the mass of the water in the test tank, \( c \) is the specific heat capacity of water, \( m \) is the mass of cold water flowing into the tank each second, \( T_0 = 11^\circ C \) is the temperature of that water, and \( Q \) is the heat gained through the walls of the tank. \( Q \) is the sum of the heat transfers given in Equations B.32, B.36, and B.38, which give the heat lost through the sides and the bottom and top of the test tanks, respectively. Hence, from Equation B.39;

\[ T = \frac{T_0 + AT_\infty + BT_\infty + CT_{floor}}{1 + A + B + C} \]  \hspace{1cm} (B.40)

\[ A = \frac{2\pi L}{mc \left( \frac{1}{f_2} + \frac{\ln(r_2/r_0)}{k_1} + \frac{\ln(r_2/r_k)}{k_p} \right)} \]  \hspace{1cm} (B.41)

\[ B = \frac{\pi r_2^2}{mc \left( \frac{1}{f'} + \frac{r_s-r_2}{k_1} + \frac{r_s-r_k}{k_p} \right)} \]  \hspace{1cm} (B.42)

\[ C = \frac{\pi r_2^2}{mc \left( \frac{r_s-r_2}{k_1} + \frac{r_s-r_k}{k_p} \right)} \]  \hspace{1cm} (B.43)

In Equations B.40 \( \rightarrow \) B.43, \( T_\infty \) is the bulk temperature of the air, and \( T_{floor} \) is the temperature of the insulator in contact with the floor in the test tank installation. \( f \) is the film coefficient for heat transfer through the insulator-air interface at the sides of the test tank, \( f' \) is the film coefficient for heat transfer from the horizontal lid on the test tank. The remaining symbols are as defined earlier in this appendix.

Equation B.40 cannot be solved in a straightforward manner for the value of \( T \) because the film coefficient, \( f \), is a slowly varying function of the temperature of the insulator-air boundary that in turn depends upon \( T \) at equilibrium. A computer program was written to find a consistent value for \( T \). Consistent in this context means a value of \( T \) that, having been used to calculate \( f \), is the the \( T \) of Equation B.40. A consistent value was found to be

\[ T = 287^\circ K \]  \hspace{1cm} (B.44)

To observe how sensitive the quantity \( T \) is to the values calculated for the film coefficients, they were allowed to vary by a factor of 10. The results were;

\[ \frac{T}{^\circ K} = 287^{+0.4}_{-1.7} \]  \hspace{1cm} (B.45)

This result is very encouraging, since it implies that significantly higher values for the heat transfer coefficients, \( f \) and \( f' \), do not induce a significant rise in the equilibrium temperature of the test tanks. It also implies that the temperature dependence of the film coefficients could have been neglected without introducing any significant error. This is consistent with the conclusions drawn in support of the results presented in Section B.3. Other sources of error in this calculation include:

1. poor thermal contact between the polypropylene and the insulator foam;
2. poor thermal contact between the insulator foam and the floor; and,
3. the floor temperature has been wrongly estimated.

Item (1) can be excluded because the insulator is foam based, and will actually be sprayed into a drum surrounding the polypropylene tanks. Item (2) cannot be excluded, but poor thermal contact makes heat transfer into the test tanks more difficult, and so the average temperature in the tanks would be expected to fall as a result. Item (3) also cannot be excluded, but the maximum likely temperature has been used throughout (25°C), and again this means that the final temperature of the test tank has probably been overestimated.
B.5 Physical Quantities

This section presents the values of the physical constants, the pipe, tank, and insulation dimensions, and the boundary conditions that have been used to obtain the results of Chapter 4 from the material presented in this appendix.

B.5.1 Free Convection

For air:
- The acceleration due to gravity is $9.81 \text{m s}^{-2}$.
- The volume coefficient of expansion is $3.67 \times 10^{-3}$.
- The thermal conductivity of air is $2.41 \times 10^{-2} \text{W m}^{-1} \text{K}^{-1}$.
- The density of air is $1.255 \text{kg m}^{-3}$.
- The heat capacity of air is $1008 \text{J kg}^{-1}$.
- The dynamic viscosity of air is $18.2 \times 10^{-6} \text{kg m}^{-1} \text{s}^{-1}$.
- The kinematic viscosity of air is $1.45 \times 10^{-5} \text{m}^2 \text{s}^{-1}$.
- The thermal diffusivity of air is $1.91 \times 10^{-5} \text{m}^2 \text{K}^{-1} \text{s}^{-1}$.

B.5.2 The Supply Pipe

For water:
- The density of water is $\rho_w = 1 \text{g cm}^{-3}$.
- Its thermal conductivity is $k_w = 57.5 \text{W cm}^{-1} \text{K}^{-1}$.
- Its heat capacity is $c_w = 4.19 \text{J g}^{-1}$.

For the insulated pipe:
- The inner radius of the pipe is $r_1 = 1.29 \text{cm}$.
- The outer radius of the pipe is $r_2 = 3.36 \text{cm}$.
- The outer radius of the insulating foam is $r_3$, and may take values in the range $3.36 \rightarrow 8.44 \text{cm}$.
- The thermal conductivity of the acrylic is $k_p = 12 \text{W cm}^{-1} \text{K}^{-1}$.
- The thermal conductivity of the insulating material is $k_i = 4.3 \text{W cm}^{-1} \text{K}^{-1}$.
- $T_{\infty} = 25^\circ \text{C}$ is the temperature of the bulk of the air that cools the pipe through free convection.

B.5.3 The Test Tanks

The height of the test tank is $0.99 \text{m}$.
- The vertical flow rate of the water in the tanks is $3.7 \times 10^{-4} \text{cm s}^{-1}$, arising from an inflow of water of $2.69 \text{cm}^3 \text{s}^{-1}$.
- The inner radius of the 0.72 tonne tank is $r_1 = 0.483 \text{m}$.
- The outer radius of the 0.72 tonne tank is $r_2 = 0.492 \text{m}$.
- The thickness of the foam used to insulate the tank is approximately 2 inches, making the outer radius of the insulating foam, $r_3$, $0.543 \text{m}$.
Appendix C

Probability Distributions and Sampling Methods: Step Lengths

C.1 Introduction

Section C.2 of this appendix demonstrates how the random numbers generated by a computer (an approximation to uniform deviates) can be used to sample from an exponential distribution. Section C.3 gives a derivation of the exponential distributions relevant to particle propagation. Section C.4 shows how essentially the same distributions can be derived for a particle with multiple interactions.

In Section C.5 a proof is presented showing that if two step lengths are independently sampled from exponential step length distributions, picking the interaction and distance associated with the shortest sampled value reproduces the distribution of step lengths expected if the interaction probabilities underlying the two step length distributions are used to sample from a single multiple interaction distribution. Section C.6 concludes this appendix.

C.2 The Transformation Method: Sampling from the Exponential Distribution

Suppose that uniform deviates in the range \( (0, 1) \) can be generated:

\[
P(x)dx = \begin{cases} 
dx & 0 < x \leq 1 \\
0 & x \leq 0, x > 1.
\end{cases}
\]  

(C.1)

This probability distribution is normalised to 1 at \( x = 0 \):

\[
\int_0^1 dx P(x) = 1.
\]

(C.3)

Now if \( y \) is some function of \( x \), \( y(x) \), then the probability of obtaining a particular value of \( y \) can be expressed as

\[
|P(y)dy| = |P(x)dx| \\

P(y) = P(x) \left| \frac{dx}{dy} \right|.
\]

(C.4)

(C.5)

Now consider the particular function \( y(x) = -(1/\lambda) \ln(x) \). The probability distribution function \( P(y) \) can be found by applying Equation C.5:

\[
P(y) = \lambda e^{-\lambda y}.
\]

(C.6)

These results were first seen by the author of this work in ‘Numerical Recipes in FORTRAN’, [80]. They indicate that by transforming uniform deviates \( x \) according to the prescription \( y(x) = -(1/\lambda) \ln(x) \), values of \( y \) are generated that are distributed in the same manner as they would have been if they were drawn from a population whose probability distribution function was \( P(y) = \lambda e^{-\lambda y} \).
C.3 The Probability Distribution for Particle Propagation

Consider a particle whose probability of undergoing a discrete interaction per unit distance is $\lambda$. Write the probability that the particle travels a distance $x$ without suffering an interaction as $P(x)$. Suppose that the probability of travelling an additional distance $y$ after having travelled a distance $x$ is independent of $x$, specifically $P(x + y) = P(y|x)P(x) = P(y)P(x)$. This supposition is in agreement with the intuitive idea that in an infinite homogeneous medium, if a particle travels some distance in some time, and neither the condition of the particle nor that of the medium is altered in this time (excepting that the particle undergoes spatial translation, which is unimportant in an infinite medium), then the future prospects for the particle should be the same as they were when it started out. It follows from these definitions and conditions that

\[
P(x + \delta x) = P(x)P(\delta x) \approx P(x)(1 - \lambda \delta x),
\]

Where the approximate equality is satisfied as an equality in the limit $\delta x \to 0$. Now $P(x + \delta x)$ can be expressed through a Taylor expansion as

\[
P(x + \delta x) = P(x) + \frac{dP(x)}{dx} \delta x + \frac{1}{2!} \frac{d^2P(x)}{dx^2} \delta x^2 + \frac{1}{3!} \frac{d^3P(x)}{dx^3} \delta x^3 + \cdots.
\]

Therefore

\[
- P(x) \lambda \delta x = \frac{dP(x)}{dx} \delta x + \frac{1}{2!} \frac{d^2P(x)}{dx^2} \delta x^2 + \frac{1}{3!} \frac{d^3P(x)}{dx^3} \delta x^3 + \cdots.
\]

In the limit that $\delta x \to 0$

\[
\frac{dP(x)}{P(x)} = -\lambda dx.
\]

Integrating, normalising so that $P(0) = 1$,

\[
\int_0^{P(x)} \frac{dP(x)}{P(x)} = - \int_0^x dx \lambda,
\]

\[
\ln P(x) = -\lambda x,
\]

\[
P(x) = e^{-\lambda x}.
\]

Recall that $P(x)$ is the probability that a particle travels a distance $x$ without interaction. Another useful function is $P'(x)$ which is the probability that a particle travels a distance $x$ and then interacts immediately (at $x$). $P'(x)$ is calculated from $P(x)$ through

\[
P'(x) \delta x = P(x)P(\delta x)
\]

\[
= e^{-\lambda x} \lambda \delta x,
\]

\[
P'(x) = \lambda e^{-\lambda x}.
\]

If $P(x)$ is the probability that a particle travels a distance $x$ without interaction, the notation $P'(x)$ is intended to be probability that a particle does not travel a distance $x$ without interaction (the overbar is intended to remind the reader of the logical operator NOT). The expression $\overline{P(\delta x)} = \lambda \delta x$ arises from the definitions of $P(x)$ and $\lambda$ that are given at the beginning of this section, in the limit that $\delta x \to 0$. Note that because of the manner in which $P'(x)$ has been derived, the expected normalisation condition

\[
\int_0^\infty dx P'(x) = 1
\]

is satisfied in a natural way.

$P(x)$ and $P'(x)$ differ algebraically only by a constant factor ($\lambda$), and because this factor can be introduced by demanding that a normalisation condition is met, the two appear to be used interchangeably in the literature. It has been shown that they differ radically in their meaning, and it is for this reason that the author of this work wishes to make the distinction clear. The method used here also has the advantage of introducing the normalisation condition on $P'(x)$ in a very natural way. Note that $P'(x)$ is the probability distribution function for $x$. In summary:
1. \( P(x) \) is the probability that a particle travels a distance \( x \) without interaction.

2. \( P'(x) \) is the probability that a particle travels to an interaction a distance \( x \) away. It is also the probability distribution function for \( x \).

The method that shall be used to sample from the probability distribution function \( P'(x) \) has been described in the previous section.

### C.4 A Particle with Multiple Interactions

Consider a particle which undergoes several distinct discrete interactions. If there are \( N \) such interactions, and if the probability that the particle is subject to the \( i \)th such interaction per unit distance is \( \lambda_i \), then

\[
P_M(x + \delta x) = P_M(x)P_M(\delta x) = P(x)_M(1 - \lambda_1 \delta x - \lambda_2 \delta x - \cdots - \lambda_N \delta x)
\]

\[
= P(x)_M(1 - \sum_{i=1}^{N} \lambda_i \delta x)
\]

\[
= P(x)_M(1 - \lambda_T \delta x).
\]

\( \lambda_T \) is defined by a comparison of the two last expressions. From here, proceed just as earlier to derive the expression

\[
P_M(x) = e^{-\lambda_T x}
\]

\[
e^{-\left(\sum_{i=1}^{N} \lambda_i\right) x}.
\]

\( P_M(x) \) here has the same meaning as \( P(x) \), but it applies to a particle that suffers multiple interactions. It is just as easy as before to find a function \( P'_M(x) \), again exactly analogous to \( P'(x) \). Once a step length is sampled from the distribution, it remains to select which interaction ended the particle’s progress. Clearly, since each interaction occurs with a probability \( \lambda_i \) per unit distance, the \( i \)th will be selected with a probability \( \lambda_i/\lambda_T \).

The probability function \( P_M(x) \) is similar to that of the previous section, as might have been expected upon writing \( \lambda = \lambda_T = \sum_{i=1}^{N} \lambda_i \). Another way this result might have been anticipated is by direct consideration of the probability that a particle might travel a distance \( x \) without suffering any of the \( N \) interactions whose interaction probabilities per unit distance are given by \( \lambda_i \):

\[
P_M(x) = \prod_{i=1}^{N} P_i(x)
\]

\[
= \prod_{i=1}^{N} e^{-\lambda_i x}
\]

\[
= e^{-\left(\sum_{i=1}^{N} \lambda_i\right) x}.
\]

### C.5 Independent Sampling to Obtain a Distribution

Consider a particle with two discrete interactions, labelled by 1 and 2. These two (multiple) interactions result in the probability distribution function governing the selection of a path length

\[
P'_{1,2}(x) = (\lambda_1 + \lambda_2)e^{-\left(\lambda_1 + \lambda_2\right) x}.
\]

By ignoring the existence of first one interaction and then the other, two single interaction probability functions can be derived:

\[
P'_1(x) = \lambda_1 e^{-\lambda_1 x},
\]

\[
P'_2(x) = \lambda_2 e^{-\lambda_2 x}.
\]
The probability functions \( P(x) \) and \( P'(x) \) have the meanings described in earlier sections. It shall be shown that it is possible to independently sample two step lengths from the two independent distributions \( P'_1(x) \) and \( P'_2(x) \), and by choosing the shorter of the two step lengths, reproduce the distribution \( P'_{1,2}(x) \).

For clarity: consider the circumstance in which a step length is sampled from the probability distribution \( P'_1(x) \), giving \( x_1 \), and the step length \( x_2 \) is independently sampled from the distribution \( P'_2(x) \). Interaction 1 is to be chosen if \( x_1 \) is shorter than \( x_2 \), and interaction 2 is chosen if the reverse case occurs. The case where \( x_1 = x_2 \) is ignored, since the mathematical probability for such an event is vanishing. The distance to the interaction is to be \( x_1 \) if interaction 1 has been chosen, and \( x_2 \) if interaction 2 has been chosen.

Consider the independent sampling method outlined, and calculate the probability that \( x_1 = x < x_2 \) from the probability functions \( P_1(x) \) and \( P_2(x) \):

\[
P'(x_1 = x < x_2) \delta x = P_1(x)P_2(x)\overline{P_1(\delta x)P_2(\delta x)} \delta x,
\]

\[
P_1(\delta x)(1 - P_1(\delta x))P_2(\delta x)
\]

\[
P_1(x)P_2(x)\lambda_1 \delta x [1 - \lambda_2 \delta x]
\]

\[
P_1(x)P_2(x)\lambda_1 \delta x - \theta(\delta x^2)
\]

and hence, in the limit \( \delta x \to 0 \),

\[
P'(x_1 = x < x_2) = P_1(x)P_2(x)\lambda_1
\]

\[
= \lambda_1 e^{-(\lambda_1 + \lambda_2)x}.
\]

The notation \( \overline{P(x)} \) represents the probability that the particle interacts in a distance \( x \) (the overbar is logically equivalent to the NOT function) where \( P(x) \) is, as usual, the probability that no interaction occurs in the same distance. The derivation of Equation C.34 can be repeated for the second interaction to find

\[
P'(x_2 = x < x_1) = P_1(x)P_2(x)\lambda_2
\]

\[
= \lambda_2 e^{-(\lambda_1 + \lambda_2)x}.
\]

The probability distribution function for \( x \) (where \( x \) is the distance travelled before interaction) in the independent sampling regime is therefore

\[
P'_1(x) = P'(x_1 = x < x_2) + P'(x_2 = x < x_1)
\]

\[
= (\lambda_1 + \lambda_2)e^{-(\lambda_1 + \lambda_2)x},
\]

where \( P'(x_1 = x < x_2) \) and \( P'(x_2 = x < x_1) \) are understood as mutually exclusive independent possibilities (the case where \( x_1 = x_2 \) is ignored). It is now obvious that \( P'_1(x) \) is equivalent to \( P'_{1,2}(x) \).

It is also possible to show that interaction 1 is picked the appropriate fraction of the time. To prove this consider the probability of selecting interaction 1, given that an interaction has occurred after a distance \( x \):

\[
P'_1(x)\big|P'_1(x) = \frac{P'(x_1 = x < x_2)}{P'(x_1 = x < x_2) + P'(x_2 = x < x_1)}
\]

\[
= \frac{P_1(x)P_2(x)\lambda_1}{P_1(x)P_2(x)\lambda_1 + P_1(x)P_2(x)\lambda_2}
\]

\[
= \frac{\lambda_1}{\lambda_1 + \lambda_2}.
\]

Naturally, a similar result can be derived for interaction 2,

\[
P'_2(x)\big|P'_1(x) = \frac{\lambda_2}{\lambda_1 + \lambda_2}.
\]

Note that the results of Equations C.43 and C.44 are independent of \( x \). This is just what is required of the independent sampling method if it is to match the standard method (outlined in the previous section) for
selection of an interaction. It is now obvious that interactions 1 and 2 are picked with the same relative probabilities in the independent sampling regime as they are when using the ordinary sampling method.

The results of Equations C.36, C.38, C.43, and C.44 demonstrate that the independent sampling method gives identical results to the standard method (outlined in the previous section) for selection of an interaction and step length for a particle suffering two interactions. These results are not approximate, they are analytically exact. The independent sampling method can be easily generalised to more than two interactions, but a moment’s thought reveals the weakness of the independent method: a single random number is required for each interaction for which a step length is sampled, while in the standard method, two random numbers are all that are ever needed.

C.6 Conclusions

A mechanism for utilising uniform deviates in sampling from an exponential probability distribution has been described. The probability distribution function for the distance travelled by a particle suffering one or many discrete interactions has been shown to be an exponential function of the distance. The independent sampling method has been shown to reproduce the results of the standard sampling method. This last result is not approximate, it is analytically exact.

In the context of the SNOMAN program, and the photodisintegration extension to the EGS4 code, the analytical equivalence of the independent sampling method to the standard sampling mechanism is important. It means that the true distribution of γ-ray interaction lengths is appropriately sampled without any change being made to the EGS4 code.
Appendix D

Formal Theory of Deuteron Photodisintegration At Low Energies

D.1 Introduction

In this appendix a simple theory of deuteron photodisintegration via the electric dipole interaction is given. In addition errors on $\sigma_{E1}$ and $\sigma_{M1}$ will be derived at and near the threshold for the d(γ,n)p process. This derivation was found in Arenhövel and Sanzone [69].

D.2 Electric Dipole Cross Section for Deuteron Photodisintegration Using a Delta Function Potential Model

For sufficiently low energy γ-rays incident upon a deuteron, the precise details of the behaviour of the nuclear wavefunction inside the nucleus are not expected to matter in the calculation of $\sigma_{E1}$ because of the small size of the nucleus compared to the wavelength of the γ-ray. The long range form of the nuclear wavefunction does matter, and it can be approximated very well and simply by a δ function potential, which gives rise to a nuclear wavefunction $\propto \exp(-\alpha r)/r$ where $\alpha = \sqrt{M \epsilon}$, and $r$ is the radial coordinate, $M$ is the average mass of a nucleon within the deuteron, and $\epsilon$ is the binding energy of the deuteron. This is the same form as would be derived from a better potential model such as a square well potential, but the normalisation of the wavefunction external to the nucleus is not that which would arise from such a potential. As a result, the cross section that is calculated using the δ function potential is correct in its form, but incorrect in its absolute magnitude (it is too low). To correct for the limitations of the δ function potential, effective range theory is used. This allows n-p scattering data to provide the required overall normalisation external to the nucleus.

In the dipole approximation, the differential absorption cross section of a photon incident upon a deuteron is given by

$$\frac{d\sigma}{d\Omega} = 2\pi^2 e^2 \omega k M |D_{fi}|^2,$$  \hspace{1cm} (D.1)

where $D_{fi} = \langle f|\hat{D}|i\rangle$ denotes the dipole transition matrix element between the deuteron bound state and the continuum, and $e$ is the photon polarisation vector. The average nucleon mass is denoted by $M$, and $\omega$ is the frequency of the incident photon, and $k$ is the wavelength of an exiting nucleon in the centre of momentum.

To describe the nucleon-nucleon force the potential

$$V(r) = -V_0 \delta(r) \hspace{1cm} (D.2)$$

is used, which represents a spin-independent zero-range force. The justification for this is that in the limit in which the photon wavelength is very large compared to the range of the nuclear potential the details of the force involved are not expected to matter. The bound state solution for the nuclear wavefunction is ($\hbar = 1$);
where $\alpha$ is related to the binding energy of the deuteron, $\epsilon$, through $\alpha = \sqrt{M \epsilon}$. It is well known that for moderate energies the P-state wave function may be replaced by that of a free particle, and this shall be done for the final state wavefunction of the nucleon. The electric dipole matrix element, after inserting a free plane wave as the final state wavefunction of the nucleons, is

$$D_{fi} = \frac{1}{2(2\pi)^{3/2}} \int d^3r \, e^{-ik \cdot r} \psi^0_{\perp}(r).$$

This integral is of the form

$$\int d^3r \, f(r, r \cos \theta) \, r.$$ \hspace{1cm} (D.5)

Define $\hat{r}_{\parallel}$ as a unit vector in the direction of $k$, and $\hat{r}_{\perp}$ through the equation

$$\hat{r} = r \cos \theta \hat{r}_{\parallel} + r \sin \theta \hat{r}_{\perp},$$ \hspace{1cm} (D.6)

where $\theta$ is the angle between $r$ and $k$, and $\hat{r}_{\perp}$ is then a function of $r$. Using these definitions of the parallel and perpendicular unit vectors, Equation D.5 can be expressed as

$$\int dr \, d\theta \, d\phi \, f(r, r \cos \theta) \, r = \int dr \, d\theta \, d\phi \, f(r, r \cos \theta) \, r \cos \theta \, \hat{r}_{\parallel} + \int dr \, d\theta \, d\phi \, f(r, r \cos \theta) \, r \sin \theta \, \hat{r}_{\perp}.$$ \hspace{1cm} (D.7)

Now the second integral on the right hand side of Equation D.7 vanishes, because for each vector $r_{\perp}$ there is a vector $r'_{\perp} = -r_{\perp}$ that contributes to the integral with the same weight, but with the opposite sign. It is now clear that the integral in Equation D.4 is equivalent to the much simpler integral

$$D_{fi} = \frac{k}{2(2\pi)^{3/2}} \int dr \, d\theta \, d\phi \, r^2 \sin \theta \, e^{-ikr \cos \theta} \psi^0_{\perp}(r)$$ \hspace{1cm} (D.8)

$$= \frac{\sqrt{\alpha} k}{2\pi} \frac{1}{2} \int dr \, d\theta \, d\phi \, r^2 \sin \theta \, \cos \theta \, e^{-ikr \cos \theta} e^{-\alpha r}.$$ \hspace{1cm} (D.9)

After some simple but long-winded algebra, this integral can be seen to be equal to

$$D_{fi} = \frac{i \sqrt{\alpha} \gamma}{\pi} \frac{k}{(\alpha^2 + k^2)^2},$$ \hspace{1cm} (D.10)

where $k$ is the final-state relative momentum $k = (p_p - p_n)/2$, and is related to the photon energy $\omega$ by the equation $k = \sqrt{M(\omega - \gamma)}$ or by $\alpha^2 + k^2 = M \omega$. Substituting the expression from Equation D.10 into Equation D.1, averaging over all photon polarisations, and integrating over solid angle returns the cross section for deuteron photodisintegration through an electric dipole transition, which is

$$\sigma_{E1} = \frac{8\pi e^4}{3} \frac{(\gamma - 1)^{3/2}}{\gamma^3},$$ \hspace{1cm} (D.11)

where the definition $\gamma = \omega/\epsilon$ has been used. Note that if an electromagnetic interaction of the form $-j \cdot A$ had been used, where $j$ denotes the one body current and $A$ is the vector potential of the electromagnetic field, the same result would have been achieved. This is demonstrated by Blatt and Weisskopf [70, Chapter XII and Appendix B].

Comparison with experiment shows that the shape of the cross section is quite well reproduced even at energies above $\approx 10$ MeV where one would not expect it to be in view of the use of a simplified delta-function potential model. However, the overall magnitude of the cross section is incorrect by a factor of approximately 1.7 - the theoretical result is much too low. Effective range theory can be used to correct for the normalisation of the wavefunction that arises from the use of the $\delta$ function potential.
D.2.1 Effective Range Theory in Deuteron Photodisintegration

In this section effective range theory, as described by Bethe [66], will be used to find an appropriate normalisation for the wavefunction of the deuteron. This will be used to correct the cross section for the electric dipole.

In the standard effective range theory, used in describing low energy nucleon-nucleon scattering, complications arise because of the variation of the initial and final state wavefunctions with the energy of the incident nucleons. When considering the deuteron bound state, such complications are completely unnecessary, since there is no variation in the wavefunctions because only a single energy is permitted! In what follows, a simpler, much faster derivation can be achieved by considering \( u_1 = u_2 \) and \( \chi_1 = \chi_2 \) right from the start. However, such a derivation would be specific to the bound neutron-proton triplet state (the deuteron), and would not be sufficient to identify the effective range measured in scattering experiments with that used here.

Consider the radial Schrödinger equation for an S state. If \( \phi(r) \) is the radial wavefunction, \( u_1 = r\phi(r) \), and \( u_1 \) satisfies the equation

\[
\frac{d^2 u_1}{dr^2} + k_1^2 u_1 - V(r)u_1 = 0 ,
\]  

(D.12)

where \( V(r) \) is the modified potential energy, related to the true potential by \( V(r) = \frac{1}{M}V'(r) \). It is clear that at a different energy corresponding to \( k_2 \), the function \( u_2 \) also satisfies an equation similar to that of Equation D.12. Multiply Equation D.12 by \( u_2 \) and the corresponding equation for \( u_2 \) by \( u_1 \), subtract the second from the first and integrate. The result is

\[
\left[ u_2 \frac{du_1}{dr} - u_1 \frac{du_2}{dr} \right]_0^R = (k_2^2 - k_1^2) \int_0^R dr \, u_1 u_2 .
\]  

(D.13)

Equation D.13 shall not be used directly to obtain the principal result of effective range theory, instead the comparison functions \( \chi_1(r) \) and \( \chi_2(r) \) are introduced. They are particular solutions of Equation D.12 when \( V(r) = V_0 \delta(r) \), and are normalised to 1 at \( r = 0 \). The algebraic forms for \( \chi_1 \) and \( \chi_2 \) are

\[
\chi_1(r) = e^{-k_1r} ,
\]  

(D.14)

\[
\chi_2(r) = e^{-k_2r} .
\]  

(D.15)

The comparison functions are intended to represent the long range behaviour of the functions \( u(r) \). The comparison functions \( \chi_1(r) \) and \( \chi_2(r) \) also satisfy a relationship similar to that of \( u_1(r) \) and \( u_2(r) \) in Equation D.13:

\[
\left[ \chi_2 \frac{d\chi_1}{dr} - \chi_1 \frac{d\chi_2}{dr} \right]_0^R = (k_2^2 - k_1^2) \int_0^R dr \chi_1 \chi_2 .
\]  

(D.16)

By taking the difference of these last equations, Equations D.13 and D.16, it is found that

\[
\left[ \chi_2 \frac{d\chi_1}{dr} - \chi_1 \frac{d\chi_2}{dr} - u_2 \frac{du_1}{dr} + u_1 \frac{du_2}{dr} \right]_0^R = (k_2^2 - k_1^2) \int_0^R dr (\chi_1 \chi_2 - u_1 u_2) .
\]  

(D.17)

Now consider just the left hand side of Equation D.17. If \( R \) is chosen to be large compared to the range of the nuclear forces involved, then the functions \( u(r) \) approach the comparison functions \( \chi(r) \), and there is no contribution from the upper limit. In addition, \( u_1(0) = u_2(0) = 0 \), so there is no contribution from the \( u \) terms at the lower limit. On the right hand side, the upper limit of the integral can be extended such that \( R = \infty \) for just the same reason that there was no contribution to the upper limit from the terms on the left hand side, that is, for sufficiently large \( r \) the functions \( u(r) \) approach the comparison functions \( \chi(r) \), and therefore there will be no addition to the integral as \( R \to \infty \) from an initially large value. These considerations make the Equation D.17 equivalent to the expression

\[
\left[ \chi_1 \frac{d\chi_2}{dr} - \chi_2 \frac{d\chi_1}{dr} \right]_0^\infty = (k_2^2 - k_1^2) \int_0^\infty dr (\chi_1 \chi_2 - u_1 u_2) .
\]  

(D.18)

Now take the special case \( k_1 = 0 \). Take the subscript 0 to refer to the zero energy functions, and drop the subscript 2 altogether. This results in the relations \( u_0 = u_1, \phi_0 = \phi_1, k = k_2, u = u_2, \) and \( \phi = \phi_2 \). Resolving the left hand side of Equation D.18, it is found that
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\[ \frac{1}{k} = \int_0^\infty dr \left( \chi_0 \chi - u_0 u \right), \]  
(D.19)

where the integral clearly has the dimensions of a length. The functions \( \chi_0(r) \) and \( u_0(r) \) only differ inside the range of the nuclear forces. The same is also true of \( \chi(r) \) and \( u(r) \). In addition, for small \( k \), the function \( \chi_0 \) differs very little from \( \chi \), and \( u_0 \) very little from \( u \), because the potential energy is very much larger than \( k^2 \) and \( kr \) is small. This means that a good approximation to Equation D.19 can be achieved by replacing \( \chi \) by \( \chi_0 \) and \( u \) by \( u_0 \). The result is

\[ \frac{1}{2} r_0 = \int_0^\infty dr \left( \chi_0^2 - u_0^2 \right). \]  
(D.20)

This integral quantity can be identified as the effective range, see Bethe [66], or Jelley [67, Section 7.1]. The principal approximation that has been repeatedly used in deriving the expression involving the effective range in Equation D.20 is that all the energies involved are small. This is true in the case of the deuteron bound state, where the nucleons are bound by approximately 2.22MeV.

The next step is to identify the wavefunction that was used in deriving the electric dipole cross section for deuteron photodisintegration with the modified radial model function \( \chi_0(r) \):

\[ \psi_0(r) = \frac{1}{4\pi} \frac{\chi_0(r)}{r}. \]  
(D.21)

\( u_0(r) \) is intended to approach the model function \( \chi_0(r) \) as \( r \to \infty \), as is required by effective range theory, and bears a similar relationship to the real radial wavefunction as does the model function \( \chi_0(r) \) to \( \psi_0(r) \). Now the normalisation condition for the radial function \( u_0(r) \) can be found, given that \( \int_0^\infty dr \chi_0^2(r) = 1/2\alpha \):

\[ \int dr u_0^2 = \int dr \chi_0^2 - \int dr (\chi_0^2 - u_0^2), \]  
(D.22)

\[ = \frac{1}{2\alpha} - \frac{r_0}{2}, \]  
(D.23)

\[ = \frac{(1 - \alpha r_0)}{2\alpha}, \]  
(D.24)

and therefore

\[ N_u^2 = \frac{N_\chi^2}{(1 - \alpha r_0)}. \]  
(D.25)

where \( N_u \) and \( N_\chi \) are the long range or extra-nuclear normalisation factors for the \( u \) and \( \chi \) wavefunctions which are themselves just the radial parts of the true potential and delta function potential wavefunctions, respectively.

**D.2.2 Conclusion**

Now that the true normalisation of the radial wavefunction is known, it is possible to correct the electric dipole cross section to account for it. The electric dipole cross section, modified by the results of effective range theory, is

\[ \sigma_{E1} = \frac{8\pi}{3} \frac{e^2 (\gamma - 1)^{3/2}}{\alpha^2 \gamma^3 (1 - \alpha r_1)}. \]  
(D.26)

where \( r_1 \) is the n-p triplet effective range.

**D.3 The Errors on the Derived Cross Sections**

This section shall provide an evaluation of the accuracy of the photoelectric and photomagnetic interaction cross sections of Chapter 5. The equations 5.2 and 5.3 contain only experimental observables, which are subject to measurement errors. Under the assumption that these errors are drawn from a Gaussian distribution, it is possible to derive simple expressions for the overall error associated with the cross sections \( \sigma_{E1} \) and \( \sigma_{M1} \). The magnitudes of these random errors can then be compared to the error arising
from neglect of exchange effects in the magnetic interaction cross section to establish the overall error associated with the calculated cross section near the threshold for deuteron photodisintegration. The error for \( \sigma_{E1} \) is

\[
\frac{V(\sigma_{E1})}{\sigma_{E1}^2} = \frac{9}{4} \frac{V(\gamma)}{(\gamma - 1)^2} + \frac{9}{\gamma^2} + \frac{V(\alpha)}{\alpha^2} + \frac{r_t^2V(\alpha) + a_s^2V(r_t)}{(1 - \alpha r_t)^2}, \tag{D.27}
\]

where \( V(x) \) is the variance of the quantity \( x \), related to the Gaussian error by the expression \( V(x) = \sigma^2(x) \).
The magnitudes of the individual errors are

\[
\begin{align*}
r_t &= 1.759\text{fm} \pm 0.005\text{fm}, \tag{D.28} \\
\epsilon &= 2.224644\text{MeV} \pm 0.000046\text{MeV}, \tag{D.29} \\
M &= \frac{1}{2}(m_p + m_n) = 938.91897\text{MeV}/c^2 \pm 0.00020\text{MeV}/c^2, \tag{D.30} \\
a_s &= -23.748\text{fm} \pm 0.010\text{fm}, \tag{D.31}
\end{align*}
\]

where these numbers have been taken from Dumbrays et al. [81, NN Scattering], and the Review of Particle Properties [82], and \( a_s \) is included because it is used later. Both \( \alpha = \sqrt{M\epsilon} \) and \( \gamma = \omega/\epsilon \) are dependent on either or both of \( M \) and \( \epsilon \). Now, the errors on \( M \) and \( \epsilon \) are negligible when compared to the error in \( r_t \), and therefore any terms containing the variances on those quantities in Equation D.27 will be neglected. This assumption renders the error associated with \( \sigma_{E1} \) energy-independent. With this in mind, Equation D.27 becomes

\[
\frac{V(\sigma_{E1})}{\sigma_{E1}^2} \approx \frac{\alpha^2V(r_t)}{(1 - \alpha r_t)^2}, \tag{D.32}
\]

\[
\frac{\text{Error}(\sigma_{E1})}{\sigma_{E1}} \approx 0.00195 \tag{D.33}
\]

\[
\approx 0.2\%. \tag{D.34}
\]

The error for \( \sigma_{M1} \) is more difficult to calculate. During the calculation it is necessary to choose an energy at which the error is to be evaluated. The calculation is greatly simplified by an appropriate choice of that energy, in particular if \( k = \alpha \). This corresponds to choosing an incident \( \gamma \)-ray energy very near the peak of the deuteron photodisintegration cross section, and while it renders the estimate of the random error on \( \sigma_{M1} \) strictly valid at only one energy, it does give an indication of the approximate magnitude of the error elsewhere. Neglecting the errors of small relative magnitude once again:

\[
\frac{V(\sigma_{M1})}{\sigma_{M1}^2} = \left( \frac{r_t\alpha^2}{Q} - \frac{2\alpha}{Q} - \frac{2\alpha^2 a_s}{R} \right)^2 V(a_s) + \left( \frac{\alpha}{S} + \frac{a_s\alpha^2}{Q} \right)^2 V(r_t), \tag{D.35}
\]

where \( Q, R, \) and \( S \) are defined thus:

\[
\begin{align*}
Q &= 1 - \alpha a_s + \alpha^2 r_t/2, \tag{D.36} \\
R &= 1 + \alpha^2 a_s^2, \tag{D.37} \\
S &= 1 - \alpha r_t. \tag{D.38}
\end{align*}
\]

With the choice \( k = \alpha \), and retaining only errors on the singlet scattering length and the triplet effective range (which are comparatively large), the estimate for the error on \( \sigma_{M1} \) becomes

\[
\frac{\text{Error}(\sigma_{M1})}{\sigma_{M1}} \approx 0.08\%. \tag{D.39}
\]

Whilst this error has not been derived at the threshold for photodisintegration, it does give an indication of the magnitude of the error that can be expected there.
Appendix E

MCNP in SNOMAN: N-Transport and Sampling

E.1 The Transport Mechanism in MCNP

Fundamentally, MCNP's neutron transport conforms to the standard analogue Monte Carlo procedure outlined in Chapter 7. The general algorithm used by MCNP for processing a nuclear collision at non-thermal energies is as follows [88]:

1. a collision type is selected;
2. the energy and direction vector of the target nucleus are sampled;
3. the collision data is identified as centre-of-momentum or target-at-rest data. The neutron's energy and direction vector are adjusted accordingly;
4. the final state neutron's scattering angle is sampled based upon the data provided for the selected collision type and nucleus;
5. the final state neutron's energy is calculated (if there is a one-to-one correspondence between scattered angle and energy as in elastic scattering), or sampled, or partly sampled and partly calculated, based upon the scattering angle and data provided for the selected collision type and nucleus;
6. the final state neutron's direction vector in the centre-of-momentum or target-at-rest frame are calculated from its scattering angle.
7. the final state neutron's energy and direction vector are transformed to the laboratory frame from the centre-of-momentum or the target-at-rest frame.
8. (The processes 2 → 7 are repeated for each final state neutron).

The methods used in Items 1 through 7 are described later in this appendix. Neutron collisions at energies below 4.6eV can be handled differently. For a small number of nuclei, collisions at thermal energies are handled using an accurate S(α,β) treatment described in Section E.3.6. That treatment is available only for very light nuclei (hydrogen and deuterium) where molecular effects cannot be ignored.

MCNP models all of its physics using data drawn from nuclide specific data tables that must be provided. These tables provide partial and total interaction cross sections as a function of neutron energy, and energy-angle spectra for the emerging neutrons, as well as other interaction data. There is a wide choice of tables that may be provided to MCNP depending on the nature of the problem that is to be solved, upon the accuracy desired in the results, and the time available. The best, i.e. most accurate tables are the continuous energy evaluations, and SNOMAN makes use of these. The data tables typically cover neutron interactions in the energy range from $10^{-11} \rightarrow 20$MeV. The cross sections are stored as a set of paired data elements, $(E_i, \sigma_i)$. Linear interpolation is used to evaluate the cross section between tabulated points. Enough pairwise points are included in a cross section to ensure that the linear interpolation reproduces the evaluated cross sections to within 1%.

Nuclear collisions that result in just one final state neutron are handled as accurately as the data made available to the MCNP program will allow. Neutron collisions with more than one neutron in the
final state are handled approximately. This is because the data provided to MCNP in this circumstance is in the form of an all-outgoing-neutron average energy-angle distribution. The MCNP program steps through the process-list given above, using the data provided to it. The result is that no quantity that is correlated between final state neutrons is sampled correctly in an individual collision. For example, the energy spectrum of a large number of neutrons from an (n,2n) collision is correct, but the energy spectra of two neutrons emerging from a single collision is not. Indeed, in this example, energy and momentum are conserved on average, but not in an individual collision.

The approximate nature of the handling by MCNP of multiple final state neutron collisions is not a cause for concern in the computational evaluation of the SNO detector. This is because this evaluation is dominated by single outgoing neutron scattering events. Indeed, the only significant exception is the \(^7\text{H}(n,2n)\)\(^1\text{H}\) reaction, which has Q-value of \(-2.225\text{MeV}\) and a negligible cross section for neutrons with energies below 4.1\text{MeV}. Hence this reaction is only important during the use of the high energy detector calibration sources.

### E.1.1 Thermal Motion and Molecular Effects

When the kinetic energy of the neutron is much greater than that of the target, and the target is heavy, the thermal motion of the target can be ignored. In practice, in MCNP, the thermal motion of the target is neglected provided \(E_n > 400kT\), and the target is not \(^3\text{H}\). Otherwise the motion of the target is sampled from the distribution;

\[
P(V, \mu) \propto \sqrt{v^2 + V^2 - 2vV\mu} \ V^2 e^{-\beta^2V^2},
\]

where \(v\) is the speed of the incident neutron, \(V\) is that of the target, \(\mu\) is the angle between the neutron’s velocity vector and the target’s, and \(\beta^2 = A/2kT\). \(A\) is the mass of the target nucleus, \(k\) is Boltzmann’s constant, and \(T\) is the temperature of the medium. The assumptions made in the derivation of this probability distribution are given in Section E.3.2. This free-gas method is a thermal interaction model that results in a good approximation to the thermal flux spectrum in a variety of applications [88].

This free-gas approximation breaks down when molecular effects become significant. This is the case when the kinetic energy of a neutron becomes comparable to that energy binding either hydrogen or deuterium into the water molecule. The light target nucleus can no longer be considered free. This is because there is insufficient energy available to the neutron to break the molecular binding of the light target nucleus without a significant change in the energy of the incident neutron. In this low target mass, low energy limit, the free gas approximation is no longer applicable to elastic scattering. The neutron now behaves as if it were scattering from a light nuclear target with the mass of the entire molecule to which it is bound and this greatly increases the elastic scattering cross section, which takes the form [99];

\[
\sigma(\theta) = \frac{\mu^2}{4\pi^2h^2} \left| \int \psi_{\text{final}}\psi_{\text{initial}}^* \delta\tau \right|^2
\]

The factor \(\mu\) is the reduced mass, \(\mu = m_n/m/(m_n + m)\), which rises from about \(\frac{1}{2} \to 1\) as the mass \(m\) rises from 1 (in units of the neutron’s mass) for high energy neutrons incident upon hydrogen in the light water, to approximately 18 as the incident neutron’s energy becomes increasingly small when compared to the binding energy of the target proton. The effect of this change in the reduced mass is that the elastic scattering cross section rises by about a factor of 4 as the neutron’s energy falls to well below thermal energies. The moderating effects of the light nuclei in the water are also reduced due to the larger effective mass of the target nuclei. In addition, the target now has internal degrees of freedom, and can be inelastically scattered into rotational and vibrational final states, which is reflected in the inelastic scattering cross section.

The several effects of atomic binding are explicitly taken account of in MCNP by the provision of thermal \(S(\alpha,\beta)\) tables (Section E.3.6). Each table is applicable to a single nuclear species in a single molecule, and is intended to provide a complete description of thermal scattering for that nuclear species. An \(S(\alpha,\beta)\) table achieves this by providing cross sections and energy dependent final state distributions for the elastic and inelastic scattering of neutrons at energies below 4.46\text{eV}. In MCNP, tables of this kind are available for H in H\(_2\)O, H in polyethylene (an acrylic substitute for the purposes of the SNOMAN simulation), and D in D\(_2\)O. The inclusion of these tables in the SNOMAN program is sufficient to cover the thermal behaviour of neutrons when scattering from all the significant light nuclei in the SNO detector.
<table>
<thead>
<tr>
<th>Medium</th>
<th>Nuclear Species</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heavy water</td>
<td>$^1\text{H}$, $^2\text{H}$, $^{16}\text{O}$, $^{17}\text{O}$*</td>
</tr>
<tr>
<td>Light water</td>
<td>$^1\text{H}$, $^{16}\text{O}$, $^{17}\text{O}$*</td>
</tr>
<tr>
<td>Acrylic vessel</td>
<td>$^1\text{H}$, $^{12}\text{C}$, $^{16}\text{O}$, $^{17}\text{O}$*</td>
</tr>
<tr>
<td>Norite</td>
<td>$^{16}\text{O}$*,$^{23}\text{Na}$, $^{27}\text{Al}$, $^7\text{Li}$, $\text{Si}$, $\text{K}$, $\text{Ca}$, $\text{Fe}$</td>
</tr>
<tr>
<td>Nickel</td>
<td>Ni</td>
</tr>
<tr>
<td>Stainless steel</td>
<td>Fe, Cr, Mn, Ni</td>
</tr>
<tr>
<td>Pyrex</td>
<td>$^{16}\text{O}$*,$^{23}\text{Na}$, $^{27}\text{Al}$, $\text{Si}$, $\text{K}$, $^{10}\text{B}$, $^{11}\text{B}$</td>
</tr>
<tr>
<td>Air</td>
<td>$^{14}\text{N}$, $^{15}\text{N}$, $^{16}\text{O}$, $^{17}\text{O}$, Ar</td>
</tr>
<tr>
<td>Aluminium</td>
<td>$^{27}\text{Al}$</td>
</tr>
<tr>
<td>Kevlar</td>
<td>$^1\text{H}$, $^{12}\text{C}$, $^{14}\text{N}$, $^{15}\text{N}$, $^{16}\text{O}$, $^{17}\text{O}$*</td>
</tr>
<tr>
<td>Ba-Fe-Feroxdur</td>
<td>$^{15}\text{O}$*,$^{53}\text{Fe}$, $^{138}\text{Ba}$</td>
</tr>
<tr>
<td>Counter gas</td>
<td>$^3\text{He}$, $^{12}\text{C}$, $^{19}\text{F}$</td>
</tr>
</tbody>
</table>

Table E.1: The nuclear content of the SNO media. The * reminds the reader that the $^{17}\text{O}$ nucleus is represented only by a data table for the $(n,\alpha)$ interaction. See text for further explanation.

### E.2 Media and Choice of Data Tables for MCNP

There are several media through which neutrons can be propagated in the SNOMAN program. Each medium represents a material or substance or an approximation to a material or substance contained within the SNO experiment. The media most relevant to neutron transport are the heavy water, the light water, and the acrylic vessel. All the media in SNO, and the nuclear species making up those media, are shown in Table E.1. Table E.2 shows which MCNP data tables have been associated with which nuclei in the SNOMAN program.

Table E.2 is included for the convenience of SNO collaboration members who may be involved in working on aspects of neutron transport in the SNO experiment. At the time of writing, the group at Los Alamos responsible for maintaining and updating the MCNP code have released a new set of data tables that should be preferred for use with the MCNP program. These tables are indicated in the column marked “to be used”, and will be incorporated into the SNOMAN program when they have been obtained.

SNOMAN attempts to simulate media containing an element using data appropriate to the abundances of the natural isotopes. There are two ways that this can be done. Either:

1. a ‘natural’ data table can be used, or,

2. a number of correctly weighted isotopic data tables can be used.

‘Natural’ data tables are constructed so as to simulate neutron transport through a naturally occurring mix of the isotopes of a single nuclear species. Examples given in Table E.2 include Mg, Cl, Fe, and Ni. Greater accuracy can be obtained using a number of isotopic data tables. A switch from natural tables to isotopic tables for O, N, Cr, Fe, and Ni when the data is obtained.

Note that thermal energy tables are provided for the lighter nuclei $^1\text{H}$ and $^2\text{H}$. These tables are used to simulate the transport of neutrons at thermal energies ($\sim 0.025\text{eV}$), for the reasons discussed in Section E.1.1. The poly.01t table is intended for use in simulating transport through polyethylene, but will be used in SNOMAN in simulating thermal transport through the acrylic vessel (which is not polyethylene but polymethylmethacrylate). The poly.01t table has been used because it is applicable to the simulation of neutron scattering from hydrogen nuclei which are part of a hydrocarbon molecule, and it the only table of this kind available.

The lack of any thermal tables for the simulation of scattering at thermal energies from the $^6\text{Li}$ and $^7\text{Li}$ nuclei is not felt to present any difficulty. This is because the lithium nuclei will be present in very small numbers ($2.66 \times 10^{15}\text{cm}^{-3}$ compared with $6.66 \times 10^{22}\text{cm}^{-3}$ for deuterium in heavy water), and the scattering cross section on $^6\text{Li}$ is 2.9b at thermal energies, compared with 4.3b for deuterium and 4b from oxygen. The $^7\text{Li}$ cross sections are even smaller. Scattering from a lithium nucleus is therefore expected to occur on average no more than once in every $\sim 130000$ nuclear collisions ($130000n_{\text{Li}}\sigma_{n,n}(^6\text{Li}) \approx n_{\text{H}_2\text{O}}\sigma_{n,n}(\text{H}_2\text{O})$). It is now obvious that the incorrect simulation of elastic and inelastic scattering at thermal energies from the lithium isotopes present at low concentrations in the SNO detector will have
Table E.2: The data tables used in the transport simulation. A * indicates that the table is used to simulate neutron transport at thermal energies. The ** reminds the reader that the $^{17}$O nucleus is represented only by a data table for the $(n,\alpha)$ interaction. See text for further explanation.

There is no effect on the results of the transport process. Note that the capture cross section is not different for free and bound lithium nuclei (see Section 6.7.2).

In Chapter 6 it was shown that because $^{17}$O has scattering cross section similar to that of $^{16}$O, and because it is present in very small numbers, neutron scattering due to $^{17}$O can be neglected in all media. This is not the case for the $^{17}$O($n,\alpha)^{14}$C capture interaction, which has a much larger thermal neutron capture cross section (235mb) than other nuclei present in the D$_2$O, with the exception of hydrogen. Therefore this interaction should be included in SNOMAN. Unfortunately, MCNP do not provide a nuclear table specific to $^{17}$O, and hence the cross section for $(n,\alpha)$ capture must be obtained from elsewhere. This has been achieved, and the data used in SNOMAN to calculate the $^{17}$O($n,\alpha)^{14}$C was taken from the National Nuclear Data Centre maintained by Brookhaven National Laboratory, USA [129].

E.3 Sampling Processes in MCNP

E.3.1 Selection of Target and Collision Type

Consider a medium in which there are $n$ different nuclear species, each with uniform density distribution. The $i$th nuclide has a density $n_i$ per unit volume and a total cross section $\sigma_i(E)$. The $j$th nuclide is selected for a collision using a uniform deviate $\epsilon$ from the interval $[0,1)$ and the neutron’s laboratory energy, $E$, if:

$$\sum_{k=1}^{j-1} n_k \sigma_k(E) + \epsilon \sum_{k=1}^{n} n_k \sigma_k(E) \leq \sum_{k=1}^{j} n_k \sigma_k(E).$$

(E.3)

$n_k \sigma_k(E)$ represents the macroscopic cross section at the laboratory neutron energy, $E$.

Once the $j$th collision nuclide has been selected, the collision type must be chosen. This is done through the following algorithm:
1. neutron capture is sampled;

2. either an $S(\alpha,\beta)$ treatment is available, or;

3. an elastic or an inelastic collision is selected;

4. if an inelastic collision is selected, one is chosen from those available.

The various cross sections are calculated using the laboratory energy of the incident neutron. The sampling of an inelastic collision is carried out using a random uniform deviate, $\epsilon$, from the interval $[0,1)$. The $i$th cross section is $\sigma_i$ and the $j$th reaction is picked from the $n$ available if:

$$\sum_{k=1}^{j-1} \sigma_k(E) < \epsilon \sum_{k=1}^{n} \sigma_k(E) \leq \sum_{k=1}^{j} \sigma_k(E).$$  \hspace{1cm} (E.4)

### E.3.2 Transformation from the Laboratory Frame

Collision data is available in either the centre-of-momentum (COM) or the target-at-rest (TAR) frame. The energy of the incident neutron is transformed from the laboratory (LAB) frame into one of these frames before any collision can be resolved.

#### Nuclear Target Velocity

The effective elastic cross section, $\sigma^*_t$, for a nuclear target whose energies are distributed thermally is;

$$\sigma^*_t(E) = \frac{1}{v_n} \int \int \sigma_s(v_r) v_r P(V) dV \frac{d\mu}{2},$$ \hspace{1cm} (E.5)

where $V$ and $v_n$ are the nuclides' LAB speed and the neutron's LAB speed respectively. $\mu$ is the cosine between the neutron and the target's velocity vector. $\sigma_s(v_r)$ is the elastic scattering cross section as a function of the relative velocity $v_r$. $v_r$ is the neutron-target relative velocity;

$$v_r = \sqrt{v_n^2 + V^2 - 2v_nV\mu}.$$ \hspace{1cm} (E.6)

$p(V)$ in Equation E.5 is the probability density function for the Maxwellian distribution of target velocities. The implied probability distribution of target velocities as a function of $V$ and $\mu$ from Equation E.5 is;

$$P(V, \mu) = \frac{\sigma_s(v_r) P(V)}{2\sigma^*_t(E)v_n}.$$ \hspace{1cm} (E.7)

If it is assumed that the variation of $\sigma_s(v_r)$ with $V$ can be ignored, then $P(V, \mu)$ is a function of $v_r$ and $P(V)$ only. The justification for the assumption is as follows:

1. for light nuclei, $\sigma_s(v_r)$ is only slowly varying with $V$, and;

2. for heavy nuclei, where $\sigma_s(v_r)$ can vary rapidly with $V$, the effects of moderation are minimal.

Hence $P(V, \mu) \propto v_r P(V)$, and the target energy (velocity) and incident scattering cosine are sampled accordingly for an elastic collision.

The sampled target velocity is correctly distributed only for elastic collisions. However, the only significant thermal reactions for the isotopes occurring in the SNO experiment are absorption and elastic scattering. Inelastic scattering occurs only at energies above an MeV, where the target velocity can be safely neglected. Therefore the correction to the dynamics of a scattering process due to the motion of the target is significant only in elastic scattering in the SNO experiment, where the calculation described here is correct.
Transformation to the Target-At-Rest Frame

The transformation from the laboratory (LAB) frame to the target-at-rest (TAR) frame are carried out as follows;

1. the target’s speed and relative direction cosine are sampled as is described in the previous section.

2. The target’s velocity vector is calculated from the its speed and relative direction cosine and the direction of motion of the incident neutron. This includes the random selection of the azimuthal component of the target’s angular motion.

3. The target’s velocity vector is subtracted from that of the incident neutron, whose energy is adjusted accordingly.

Note that because the neutron is considered as a purely non-relativistic particle, the neutron has the same energy in the target-at-rest frame as it does in the centre-of-momentum frame. Therefore no additional transformation is required.

Transformation from the Centre-of-Momentum Frame

The energy and scattering angle in the centre-of-mass frame are related to those in the target-at-rest frame by the equations;

\[ E'_t = E'_e + \frac{E + 2\mu_e(A + 1)\sqrt{EE'_e}}{(A + 1)^2}, \]  \hspace{1cm} (E.8)

and;

\[ \theta_t = \mu_e \sqrt{\frac{E'_e}{E'}} + \frac{1}{A + 1} \sqrt{\frac{E}{E'}}, \]  \hspace{1cm} (E.9)

where;

\( E'_t \) is the final state neutron TAR energy;
\( E'_e \) is the final state neutron COM energy;
\( E \) is the incident TAR energy;
\( \mu_e \) is the COM scattering cosine;
\( \mu_t \) is the TAR scattering cosine;
\( A \) is the mass of the target nucleus divided by the mass of the neutron.

E.3.3 Sampling of Angular Distributions

The direction of emitted particles is sampled in the same way for most elastic and inelastic collisions. The cosine between incident and final state particle directions, \( \mu_i \), is sampled for angular collision tables in the collision nuclide’s cross-section library. The angular distribution tables consist of 32 equiprobable cosine bins, and are given at a number of different incident neutron energies. The cosines are either in the centre-of-momentum or target-at-rest system, depending on the type of reaction. If \( E \) is the incident neutron energy, and \( E_n \) the energy of table \( n \) and \( E_{n+1} \) the energy of table \( n + 1 \), then a value of \( \mu \) is sampled from table \( n + 1 \) with a probability \( (E - E_n)/(E_{n+1} - E_n) \) and from table \( n \) with a probability \( (E_{n+1} - E)/(E_{n+1} - E_n) \). A uniform random deviate \( \epsilon \) from the interval \([0,1)\) is then used to select the \( i \)th cosine bin such that \( 32\epsilon < i \leq 32\epsilon + 1 \). The value of \( \mu \) is then computed from;

\[ \mu = \mu_i + (32\epsilon - i)(\mu_{i+1} - \mu_i). \]  \hspace{1cm} (E.10)

E.3.4 Sampling of Energy Distributions

There are a great many data formats and accompanying sampling methods that can be used to provide a distribution for a final state neutron’s energy. In most cases, a collision will be of a particular type (for example elastic, or inelastic, or fission), and the most efficient or convenient way to store and sample data for that type of collision has been used. Just two sampling methods are demonstrated here; they are elastic and inelastic scattering, which are the most common neutron interactions in the SNO detector at non-thermal energies.
E.3.5 Elastic Scattering

The scattered neutron’s energy is calculated based upon the scattering cosine, which must be sampled first. The energy is;

\[
E_o = \frac{1}{2} E_i \left[ (1 - \alpha)\mu_c + 1 + \alpha \right], \tag{E.11}
\]

\[
= E_i \left[ 1 + A^2 + 2A\mu_c \right] \quad \left[ (1 + A)^2 \right], \tag{E.12}
\]

where \(E_o\) is the final state energy, \(E_i\) is the incident energy, and \(\mu_c\) is the scattering angle. These three quantities are all centre-of-momentum quantities. \(\alpha^{1/2} = (A - 1)/(A + 1)\), where \(A\) is the relative mass of the target.

Inelastic X(n,n’)*X Scattering

Here the final state angle and energy are unrelated in the computer simulation. In this approximate treatment, the angle is sampled as usual (see Section E.3.3) and the energy is calculated from;

\[
E_o = \left( \frac{A}{A + 1} \right)^2 \left[ E_i - \frac{Q(A + 1)}{A} \right], \tag{E.13}
\]

where \(E_i\) and \(E_o\) are the incident and outgoing energies of the neutron, \(A\) is the mass of the nucleus in units of the neutron’s mass, and \(Q\) is the \(Q\)-value of the inelastic collision, \(E_i \geq Q\).

E.3.6 Thermal Collisions

The S(α,β) thermal scattering treatment is a complete representation (including rotational and vibrational effects) of thermal neutron scattering by molecules and crystalline solids. Inelastic scattering and elastic scattering from a lattice are provided for. If both exist for a particular nuclear species, inelastic scattering is chosen with a probability \(\sigma_i/(\sigma_i + \sigma_e)\), and elastic scattering occurs otherwise. This thermal scattering treatment allows for representation of scattering by multi atomic molecules. This is important in SNOMAN, where scattering from the H nucleus in H2O and D nucleus in D2O are handled in this manner.

In the thermal regime, all collisions are carried out in the laboratory frame. Neither the target-at-rest, nor the centre-of-momentum frame are used. An inelastic collision is any collision where in general, \(E_o \neq E_i\). An elastic collision is one where \(E_o = E_i\).

The key to the success of the S(α,β) mechanism is its generality and simplicity. No assumptions are made about the target whatsoever. All that is provided is a tabulated total cross section as a function of the incident energy \(E_i\), and probability distributions for the final state energy, \(E_o\), as a function of \(E_i\), and the cosine of the final state scattering angle as a function of both \(E_i\) and \(E_o\).

Inelastic Collisions

For inelastic collisions, the distribution of final state energies is represented by a set of equally-probable final state energies (typically 16 or 32 such energies exist) for each member of a grid of initial energies from an upper limit of typically 4.6eV down to \(10^{-5}\)eV, along with a set of angular data for each initial and final energy. The selection of the final energy \(E'\) given an initial energy \(E\) can be characterised by sampling from the distribution;

\[
p(E'|E_i < E \leq E_{i+1}) = \frac{1}{N} \sum_{i=1}^{N} \delta \left[ E' - \rho E_{i,j} - (1 - \rho)E_{i+1,j} \right], \tag{E.14}
\]

where \(E_i\) and \(E_{i+1}\) are adjacent energies on the energy grid, and;

\[
\rho = \frac{E_{i+1} - E}{E_{i+1} - E_i}. \tag{E.15}
\]

\(N\) is the number of equally probable final state energies, and \(E_{i,j}\) is the \(j\)th discrete final energy for incident energy \(E_i\).
There are two allowed schemes for the selection of a scattering cosine following the selection of a final energy and final energy index \( j \). In each case, the \((i,j)\)th set of angular data is associated with the energy transition \( E_i \rightarrow E' = E_{i,j} \).

In the first method for the selection of scattering cosine, the data consist of equally probable discrete cosines \( \mu_{i,j,k} \) for \( k = 1, \ldots, \nu \), \( \nu \) typically 4 or 8. An index \( k \) is selected with probability \( 1/\nu \) and \( \mu \), the scattering cosine, obtained by the relation;

\[
\mu = \rho \mu_{i,j,k} + (1 - \rho) \mu_{i+1,j,k} .
\]  
(\@.16)

In the second method, the data consist of bin boundaries of equally probable cosine bins. In this case random linear interpolation is used to select either the \( i \)th or the \( i + 1 \)th data set, with \( \rho \) being the probability to select the \( i \)th, associated with \( E_i \). If there are \( \nu \) bins, each has a probability \( 1/\nu \) of being selected, and the scattering cosine \( \mu \) is then sampled uniformly from within the chosen bin.

\textbf{Elastic Collisions}

For elastic scattering, the two angular representations used in inelastic thermal scattering can be used in elastic thermal scattering were the data have been derived by an incoherent approximation. If this is the case, then elastic scattering is treated in the same way as inelastic scattering, except that \( E_o = E_i \).

For elastic scattering for which the data have been derived in a coherent approximation, a completely different representation occurs. In this case, the data actually stored are the set of parameters \( D_k \), where;

\[
\sigma_e = \begin{cases} 
D_k/E & \text{for } E_k \leq E < E_{k+1}, \\
0 & \text{for } E < E_1 .
\end{cases}
\]

and \( E_k \) are Bragg energies derived from the lattice parameters. For incident energy \( E \) such that \( E_k \leq E \leq E_{k+1} \):

\[
P_i = D_i/D_k \text{ for } i = 1, \ldots, k
\]

represents a discrete cumulative probability distribution that is sampled to obtain index \( i \), representing scattering from the \( i \)th Bragg edge. The scattering cosine is the derived from the relationship;

\[
\mu = 1 - 2E_i/E .
\]

\(\@.18\)

\textbf{Artificial Boundaries in the S(\(\alpha,\beta\)) Tables}

In Chapter 8, Section 8.4.3, it was noted that there are artificial boundaries within in the \( S(\alpha,\beta) \) tables. In that section, their effect upon the comparisons between MCNP and the SNOMAN program were examined. Equations \(\@.14\) and \@.\@.16\) are the prime causes of the artificial boundaries in the inelastic scattering treatment. It is clear that where the incident neutron energy \( E \) (correctly represented in MCNP) satisfies the inequality

\[
E_i < E \leq E_{i+1} ,
\]

\(\@.19\)

whilst \( E + \delta E \) satisfies

\[
E_{i+1} < E + \delta E \leq E_{i+2} ,
\]

\(\@.20\)

where \( \delta E \) is the error in the representation of the initial energy \( E \) made by the SNOMAN program, the selection of outgoing energies will be different in the two programs.

It is important to realise that the artificial energy boundaries that arise from the crude nature of the representation of the \( S(\alpha,\beta) \) scattering matrix do not have any measurable effect upon the macroscopic predictions regarding neutron transport made by the MCNP program. This is because any effect that the energy and angle boundaries have upon a single collision is quickly 'washed out' by subsequent scatterings.
Appendix F

From Binomial to Poisson Statistics

Frodesen et al. give a proof [103, Section 4.4.3] which shows that when two variables are related in a binomial distribution, and their sum has a Poisson distribution, then they are in fact Poisson. The proof is simply extended to the multinomial case here.

Let \( n \) be the total number of events whose distribution is Poisson;

\[
n = b_1 + b_2 + b_3 + \ldots + b_{r-1} + b_r , \quad (F.1)
\]

where there are \( r \) categories or "bins", and where the probability of an event falling into the \( i \)th bin is \( p_i \);

\[
1 = p_1 + p_2 + p_3 + \ldots + p_{r-1} + p_r . \quad (F.2)
\]

The probability of obtaining the distribution defined in (F.1) and (F.2) is obtained from the multinomial distribution;

\[
M(b : n, p) = \frac{n!}{b_1! b_2! b_3! \cdots b_r!} p_1^{b_1} p_2^{b_2} p_3^{b_3} \cdots p_{r-1}^{b_{r-1}} p_r^{b_r} , \quad (F.3)
\]

whilst the probability of obtaining \( n \) events is governed by the Poisson distribution whose mean in \( \nu \);

\[
P(n : \nu) = \frac{1}{n!} \nu^n \exp(-\nu) . \quad (F.4)
\]

The joint probability of the \( r + 1 \) variables, \( b_1, b_2, b_3, \ldots, b_r, b_{r-1}, n, \) is just the product of \( M \) and \( P \) is \( Q \);

\[
Q(b, n : p, \nu) = M(b : n, p) P(n : \nu) , \quad (F.5)
\]

\[
= \left( \frac{n!}{b_1! b_2! b_3! \cdots b_r!} p_1^{b_1} p_2^{b_2} p_3^{b_3} \cdots p_{r-1}^{b_{r-1}} p_r^{b_r} \right) \left( \frac{1}{n!} \nu^n \exp(-\nu) \right) , \quad (F.6)
\]

which is easily decomposed, using (F.1) and (F.2), so that it takes the form;

\[
Q(b, n : p, \nu) = \left( \frac{1}{b_1!} (\nu p_1)^{b_1} \exp(-\nu p_1) \right) \left( \frac{1}{b_2!} (\nu p_2)^{b_2} \exp(-\nu p_2) \right) \ldots
\]

\[
\ldots \left( \frac{1}{b_{r-1}!} (\nu p_{r-1})^{b_{r-1}} \exp(-\nu p_{r-1}) \right) \left( \frac{1}{b_r!} (\nu p_r)^{b_r} \exp(-\nu p_r) \right) . \quad (F.7)
\]

Clearly, the final distribution is just the product of the probabilities associated with a series of Poisson distributions of mean \( \nu p_i \). In other words, if the probability associated with the \( i \)th bin is \( p_i \), and the number of events is held fixed, the distribution of events in that bin is governed by multinomial statistics. But when the total number of events is allowed to vary according to the Poisson distribution, the distribution of the number of events in the \( i \)th bin is also Poisson, with mean \( \nu p_i \).
Appendix G

Running the Verification Procedure

The verification procedure which was used to compare the transport mechanism of SNOMAN to that of MCNP, from which it was taken, is important to the SNO collaboration. It is described here in detail. The verification procedure was constructed to be wholly automated. This appendix describes that procedure to illustrate the magnitude of the task at hand. The verification procedure’s main aims were:

1. to run SNOMAN and MCNP using equivalent run files; and then,
2. to extract and store data for the purposes of comparison; and then,
3. to statistically compare stored MCNP and SNOMAN data; and then,
4. to systematically record the results; and then,
5. to repeat the process in 6 different media, at 12 different energies, and 5 times over;
6. all the while ensuring that different random number sequences are used.

The number of the tests and the systematic variations over the set of tests lead to the writing of programs and command files to carry them out. The importance of writing a small number of programs to complete a large number of tests is that a small subset of the tests can be used to iron the errors out of the suite of programs and command files used to carry out the tests; if the test procedure is then error free it will remain so.

The steps in carrying out a single test sweep (of which there were 5 in all) are:

1. to choose a random number seed for the entire process (the pre-initialisation stage);
2. to generate the run files for the SNOMAN and MCNP programs;
3. to distribute the run files (the initialisation stage);
4. to run SNOMAN and MCNP with their appropriate run files and collect the results (the run stage); and,
5. to use the data from of each pair of MCNP and SNOMAN runs to carry out statistical tests on the distributions therein, and to record the results of the tests (the statistical stage).

A complex directory structure was created to facilitate the test procedure. The details of this structure will not be described except to say that each comparative run of MCNP and SNOMAN was given its own directory labelled by medium and energy. These directories are known collectively as test home directories. There were 72 home directories, covering the 6 media and 12 energies.

Each test run begins with the pre-initialisation stage where a seed file is read from a control directory and copied to the initialisation directory. The initialisation stage begins by reading in this file, and by writing out a control file for each of the SNOMAN and MCNP runs. This control file is then read and converted into either a SNOMAN or an MCNP command file. The control files specify the medium, energy, random number seed sequence, and number of events to simulate (the number of events was distributed like a Poisson variable with a mean value of 10000). The initialisation sequence ends when all the command files have been written to their home directories.

The run stage is a sequence of events carried out for the command files in each home directory. The MCNP command file is copied from the directory into the MCNP program directory. The MCNP
program is then run, and the data files resulting from the run are copied back into the appropriate home directory. The process is repeated for the SNOMAN command file. Once this process has been repeated for all the home directories, the statistical stage begins.

The statistical stage is a sequence of events that are carried out for each home directory. The run data files from both SNOMAN and MCNP are copied from their home directory into the statistical test program directory. Once they are there, another computer program is run which extracts each of the seven test distributions, which are continuous energy, continuous angle, discrete energy, discrete angle, step length, reaction type, and target identity, to separate input data files. Each pair of SNOMAN and MCNP data files is then compared using either a Kolmogorov-Smirnov or $\chi^2$ statistical test. The test result is written to a distribution specific file (of which there are 7). Once all 7 comparisons are completed, the test results are then copied back to the appropriate home directory. Once this sequence has been repeated for all the home directories, the test run proper ends.

After each full test run, the ground must be prepared for the next, which will utilise the same filenames for much of the test sequence, and will therefore overwrite the results of all the previous test runs if action is not taken. To prevent this occurrence, the data files from SNOMAN and MCNP in each medium and energy specific home directory were renamed to reflect which test run they came from (for example, the SNOMAN results ntuple file is renamed SNOMAN.NTP $\rightarrow$ SNOMAN3.NTP after the 3rd full test run). The results of each of the seven statistical comparisons were then appended to one of seven appropriate run results files. The home directories are then ready for the next run to begin.

After all 5 test runs are completed, a typical home directory would contain the following files;

```
ANGLE_DISC.ALL    SNOMAN1.NTP    VERTEX1.DAT
ANGLE_CONT.ALL     SNOMAN2.NTP    VERTEX2.DAT
ENERGY_DISC.ALL    SNOMAN3.NTP    VERTEX3.DAT
ENERGY_CONT.ALL    SNOMAN4.NTP    VERTEX4.DAT
REACTION.ALL       SNOMAN5.NTP    VERTEX5.DAT
STEP.All           SNOMAN.CMD
TARGET_All         INPUT.DAT
```

The .ALL files each contain the five probabilities that are the results of the comparative tests from the five test runs. The SNOMAN1.NTP $\rightarrow$ SNOMAN5.NTP files are the data files output from the SNOMAN program, containing the first output energy, scattering angle, target, reaction, and step distance for $\sim$ 10000 neutrons. The VERTEX1.DAT $\rightarrow$ VERTEX5.DAT files are the data files output from MCNP, which contain the same distributions. The numbers 1 $\rightarrow$ 5 indicate which from which run the data was obtained. The file INPUT.DAT is the command file for the 5th run of the MCNP program. The file SNOMAN.CMD is the command file for the 5th run of the SNOMAN program.

There are many advantages accrued from carrying out the statistical tests in this way. The principal advantage is that genuine coding errors which prevent the the SNOMAN program from reproducing the results of MCNP can be located using the test results. This is because MCNP (and hence SNOMAN) uses different code subroutines to propagate neutrons in different energy regimes and different materials. The distribution of any very poor results $P < 10^{-10}$, for example) of the comparisons between MCNP and SNOMAN can then be examined together with the data files that lead to those poor results. This often allowed the author of this thesis to narrow the search for the location of the error in SNOMAN to a single routine. The test suite used to search for errors in SNOMAN was the same as that given here, but it was executed just once, not five times.

Once the SNOMAN program was believed to be error free, the test suite was executed again in the form given here (5 runs). The results from those runs are the results presented in this thesis, and which show SNOMAN to reproduce the transport calculations of MCNP very well. The number of runs was increased to 5 to improve the test suites' sensitivity to differences between SNOMAN and MCNP. None were located.
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