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A Low Energy Measurement of the 8B Solar

Neutrino Spectrum at the Sudbury Neutrino

Observatory

Stanley Reid Seibert, Ph.D.

The University of Texas at Austin, 2008

Supervisor: Joshua R. Klein

The Sudbury Neutrino Observatory has previously shown that 8B solar neu-

trinos undergo flavor transformation between the Sun and the Earth. This

work presents a joint analysis of one-third of the pure D2O and salt phase

data sets with an electron energy threshold of 3.5 MeV. A measurement of the

neutral current interaction rate, sensitive to all neutrino flavors, gives a total

8B flux of 4.79± 0.22 (stat) ± 0.13(syst)× 106 cm−2s−1. This is in agreement

with the prediction of the Standard Solar Model.

For the first time we obtain the νe survival probability separately for

downward-going (day) and upward-going (night) solar neutrinos. No signifi-

cant distortion is observed day or night for 8B neutrinos with energies greater
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than 6 MeV. The lack of distortion, but overall suppression of electron neu-

trinos relative to the total flux, is consistent with matter-induced neutrino

transformation in the Sun and the large mixing angle solution.
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Chapter 1

Introduction

In this thesis I describe a low energy threshold re-analysis of the data collected

at the Sudbury Neutrino Observatory in the first two phases of operation, from

1999 through 2003. With a detector energy threshold of 3.5 MeV, this is the

lowest energy threshold ever used by a water Cherenkov neutrino experiment.

The increased statistics give us a much better total measurement of the 8B

solar neutrino flux and energy spectrum, leading to improved constraints on

the solar neutrino mixing parameters.

Chapter 2 briefly reviews the current state of neutrino physics, solar

neutrinos, and solar neutrino experimental results, motivating the effort to

make an improved solar measurement. Chapter 3 describes the Sudbury Neu-

trino Observatory (SNO), its unique capabilities among solar neutrino exper-

iments, and its previous results. The overall design of the low energy analysis

is described in Chapter 4. Energy reconstruction is a key part of this analysis,

so SNO’s energy reconstruction method and an improved approach to spatial

variation of energy scale is discussed in Chapter 5. Chapter 6 is an overview

of some of the verification work done to validate our background model. In

1



Chapter 7, I introduce the kernel density estimation method of PDF construc-

tion, and show how it can be performed much more efficiently than currently

available implementations. The kernel estimation method enables a very flex-

ible approach to maximum likelihood fitting and neutrino signal extraction,

described in Chapter 8. Finally, in Chapter 9 I present the results of a low-

energy 8B neutrino measurement using data from the first two phases of SNO.
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Chapter 2

Neutrino Theory and Solar

Neutrinos

B8: The existence [in the Sun] is doubtful ... This nucleus is not

very important for astrophysics.

—Hans Bethe, 1939[1]

One generation’s great discoveries often become the next generation’s

tools. Such is the progression we are seeing now in neutrino physics. Origi-

nally proposed in an act of desperation by Wolfgang Pauli[2] in 1930, it was

another 26 years until the neutrino was finally observed[3], and another 68

years before the non-zero mass of the particle was established through neutrino

oscillation[4]. Many experiments are planned or underway to finally measure

the neutrino masses, and precisely constrain the oscillation parameters.

Even with the remaining mysteries, neutrinos are already being trans-

formed from objects of study into observational tools. Neutrinos are being

used to probe regions which would normally be inaccessible to electromag-
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netic measurements. Through the measurement of neutrinos, we are begin-

ning to see into the center of the Sun[5], the core of the Earth[6], and distant

supernovae[7]. Our understanding of fundamental physics will advance as neu-

trinos may someday help to explore CP violation, non-standard interactions,

leptogenesis, lepton/quark unification in grand unified theories, and possible

connections between the cosmological constant and neutrino mass.

Such studies require a model of neutrino physics with which to interpret

their results, so it is very important that we carefully examine the experimental

data available. One never knows what new physics might be lurking just

outside of a previous analysis box.

This chapter contains a brief overview of our current theoretical un-

derstanding of neutrinos, as well as a review of solar neutrino experimental

results, and prospects for new physics.

2.1 The Extended Standard Model

The Standard Model of particle physics, which came together in the late 1970s,

gave structure to the explosion of new particles and interactions discovered in

the 20th century. It continued to successfully predict new experimental results

for another 20 years until experimental evidence from Super Kamiokande[4]

gave significant support to the neutrino oscillation hypothesis. The Standard

Model does not predict any lepton flavor transformation as was later observed

in solar neutrinos, atmospheric neutrinos, accelerator neutrinos and neutrinos

from nuclear reactors. Therefore, the model is clearly incomplete in some way.

A straightforward extension of the Standard Model, however, does accurately

describe currently observed neutrino phenomena. We will briefly present this

4



Extended Standard Model1 in this section.

The Extended Standard Model, like the original, is a Yang-Mills quan-

tum field theory. The theory is characterized by SU(3)C × SU(2)L × U(1)Y

gauge invariance. The matter content of the theory is packed into representa-

tions of this composite group. In order to make the Lagrangian invariant under

local (“gauge”) transformations, we must introduce massless vector bosons in

the adjoint representation of this group. The bosons are often written out as

ga, W b, B, (2.1)

where a = 1..8 and b = 1..3, corresponding to the number of generators of

SU(3) and SU(2), respectively. The strong nuclear force is associated with ga,

and the weak nuclear force and electromagnetic force are a linear transforma-

tion of the W b and B fields.

These vector bosons facilitate interactions between matter, with a cou-

pling strength that depends on the charge of the matter field, which relates

to the gauge transformation properties, and universal dimensionless coupling

constants. There are three such coupling constants, αC , αL and αY , corre-

sponding to the three compact subgroups of the Standard Model. The model

makes no prediction of the magnitude of these parameters and, so, they must

be measured in experiments.

The matter content of the theory is comprised of 3 nearly identical fami-

lies of fermionic fields. These fields are often written in a chiral representation2

1There is no obvious consensus on what to call this extension to the Standard Model.
Many still call it the “Standard Model,” but this terminology is somewhat misleading. It
suggests that the original Standard Model included neutrino mass as a free parameter, when
in fact neutrino mass was excluded by construction[8].

2The discussion in this section uses the notation and some results from [9].
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LLi =

(
νLi

ELi

)
, QLi =

(
ULi

DLi

)
, ER, νRi, URi, DRi, (2.2)

where i denotes the particle family. The L and R subscripts identify the

two-component Weyl fermions as either having left or right-handed chirality.

The charged lepton fields, electron, muon and tau, correspond to ELi,Ri, and

the corresponding electron, muon, and tau neutrinos are νLi,Ri. The up-type

quarks (up, charm, top) are denoted by ULi,Ri, and the down-type quarks

(down, strange, bottom) are denoted by DLi,Ri. Quarks are also arranged into

triplets of the SU(3)C color group, but we have suppressed the color indices

above.

Equation 2.2 highlights the SU(2)L structure of the theory. Left-handed

fields are packed into SU(2) doublets, while right-handed fields are singlets,

unaffected by SU(2) transformations. The inclusion of νRi is where the original

Standard Model and the Extended Standard Model differ. Weinberg deliber-

ately excluded the right-handed neutrino, as all available evidence indicated

that parity was maximally violated in weak decays, i.e. all neutrinos had

left-handed chirality (and antineutrinos, right-handed chirality). In addition,

searches for the neutrino mass were consistent with zero mass, and in Section

2.1.1 we find that neutrino mass required the existence of a νR field.

The Standard Model contains one more, so far unobserved, field called

the Higgs field. The Higgs is a complex scalar field which is a doublet of

SU(2)L:

φ =

(
φ0

φ−

)
. (2.3)
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This field interacts with the fermions through a Yukawa coupling term

−LYukawa = Y d
ijQ̄LiφDRj +Y u

ij Q̄Liφ̃URj
+Y l

ijL̄LiφERj +Y ν
ij L̄Liφ̃νRj +h.c.. (2.4)

These terms preserve the SU(2)L invariance of the theory, but an effective

potential can break SU(2)L by generating an expectation value for φ in the

low-energy vacuum

〈φ〉 =

(
0
v√
2

)
. (2.5)

We get mass-like terms in the low energy theory, where

mf
ij = Y f

ij

v√
2
. (2.6)

The implications of these mass terms for neutrinos are discussed further in the

next section.

2.1.1 The Neutrino Mass Matrix

The right-handed neutrino in the extended Standard Model is a singlet of all

gauge groups. Gauge invariance allows mass terms derived from electroweak

symmetry breaking as mentioned before

−LD = mν
ij ν̄RiνLj, (2.7)

but also a new mass term not available to the other fermions,

−LM = M ν
ij ν̄Riν

c
Rj. (2.8)
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This is the Majorana mass term. If M ν
ij 6= 0, then the neutrino states can

be transformed into a basis where each neutrino corresponds to its own anti-

particle, the definition of a Majorana fermion. Neutrino oscillation exper-

iments are not sensitive to the difference between the Dirac and Majorana

mass, so we will not explore this issue further, and simply consider the Dirac

case.

If we have lepton flavor conservation, then mν
ij must be a diagonal

matrix. However, if we relax this requirement (motivated by compelling ex-

periments) to just lepton number conservation, then the mass terms can be

written in matrix notation:

−LD =
(

ν̄eR ν̄µR ν̄τR

)
mee meµ meτ

mµe mµµ mµτ

mτe mτµ mττ




νeL

νµL

ντL

+ h.c. (2.9)

A spectral decomposition of the matrix reveals the states of definite mass:

(
ν̄eR ν̄µR ν̄τR

)
U


m1 0 0

0 m2 0

0 0 m3

U−1


νeL

νµR

ντR

+ h.c., (2.10)

where U is the Pontecorvo-Maki-Nakagava-Sakata (PMNS) mixing matrix, a

unitary matrix which transforms from the mass eigenstates to the weak, or fla-

vor, eigenstates. Many of the degrees of freedom in U amount to unobservable

phase conventions for the fermion fields3. The remaining degrees of freedom

3The existence of Majorana mass terms limits the number of complex phases that can
be canceled in this way, so there can also be two additional Majorana phases which are only
observable in lepton number violating processes, like double beta decay.
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are parameterized as three angles: θ12, θ23, θ13, and complex phase δ. The

three-neutrino mixing matrix can be written as the product of three separate

two-neutrino mixing matrices.

U =


1 0 0

0 c23 s23

0 −s23 c23

×


c13 0 s13e

iδ

0 0 0

−s13e
−iδ 0 c13

×


c12 s12 0

−s12 c12 0

0 0 1

 ,

(2.11)

where cij = cos θij and sij = sin θij. This factorization turns out to be conve-

nient when the mass splittings ∆m2
21 = m2

2−m2
1 and ∆m2

32 are very different.

A two neutrino system becomes a very good approximation for many experi-

ments.

With only two neutrinos, the mixing matrix has only one free parameter,

an angle θ. In solar experiments the two states are νe and νY ≡ νµ +ντ . Muon

and tau neutrinos cannot be distinguished in solar experiments because there

is not enough energy to produce the charged lepton that would identify the

flavor.

The two neutrino mixing matrix is

U =

 cos θ sin θ

− sin θ cos θ

 . (2.12)

In the flavor basis, the Hamiltonian for a two neutrino state (νe, νY ) of energy

E, is

H =
m2

1 + m2
2

4E
+

∆m2
21

4E

 − cos 2θ sin 2θ

sin 2θ cos 2θ

 (2.13)

When θ 6= 0, the off-diagonal elements in the Hamiltonian lead to flavor trans-
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formation between νe and νY . Of particular interest for disappearance exper-

iments is the survival probability,

Pνe→νe =< νe|e−itH|νe >= 1− sin2 2θ sin2 ∆m2
21

4E
t. (2.14)

A survival probability with time as the independent variable is not very useful,

but for highly relativistic neutrinos we can convert time to distance from the

source using c. This gives the standard two neutrino formula,

Pνe→νe = 1− sin2 2θsin2 1.27∆m2
21L

E
, (2.15)

where ∆m2
21 is in units of eV2, L is the distance between source and detector

in km, and E is the neutrino energy in GeV.

2.1.2 Current Mixing Parameters

As of the 2006 Review of Particle Physics[10], our best measure of the mixing

angles and masses are:

sin2(2θ12) = 0.86+0.03
−0.04 (2.16)

sin2(2θ23) > 0.92 (90% C.L.) (2.17)

sin2(2θ13) < 0.19 (90% C.L.) (2.18)

∆m2
21 = (8.0−0.4

0.3 )× 10−5eV2 (2.19)

|∆m2
32| = (2.74+0.44

−0.26)× 10−3eV2, (2.20)

where the PDG value for |m2
32| has been substituted with the more precise

value obtained by MINOS[11].
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Combining the individual mixing angles, a 90% C.L. range for the mag-

nitude of the elements of U is obtained by [9],

|UPMNS|2σ =


0.80 → 0.84 0.53 → 0.60 0.00 → 0.17

0.29 → 0.52 0.51 → 0.69 0.61 → 0.76

0.26 → 0.50 0.46 → 0.66 0.64 → 0.79

 . (2.21)

The PMNS matrix is very different from the quark mixing matrix, as is dis-

cussed further in Section 2.5.1.

2.2 Neutrino Propagation in Matter

The addition of matter to the system brings a whole new range of phenomena

to neutrino oscillations. In matter, the neutrino propagates through a sea of

electrons. The coherent forward scattering contribution to the propagator acts

like an effective potential that is different for electron neutrinos compared to

muon and tau neutrinos. Electron neutrinos can interact with the electrons

through both charged current and neutral current channels, whereas the muon

and tau neutrinos can only interact via the neutral current. The idea was first

proposed by Wolfenstein[12] and later applied to the Sun by Mikheyev and

Smirnov[13], so it is now known as the MSW effect.

The effective potential due to matter adds to the Hamiltonian in Equa-

tion 2.13 to give

H =
∆m2

21

4E

 − cos 2θ sin 2θ

sin 2θ cos 2θ

+

 √
2GF ne 0

0 0

 , (2.22)
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where GF is the Fermi coupling constant, and ne is the number density of

electrons in the medium4. While not obvious in this form, the Hamiltonian

can be rewritten in terms of a new set of mixing parameters,

H =
∆m̃2

21

4E

 − cos 2θ̃ sin 2θ̃

sin 2θ̃ cos 2θ̃

 , (2.23)

where,

A ≡ 2
√

2EGF ne (2.24)

cos 2θ̃ =
−A/∆m2

21 + cos 2θ√
(A/∆m2

21 − cos 2θ)2 + sin2 2θ
(2.25)

m̃2
1 =

A

2
− 1

2

√
(A/∆m2

21 − cos 2θ)2 + (∆m2
21)

2 sin2 2θ (2.26)

m̃2
2 =

A

2
+

1

2

√
(A/∆m2

21 − cos 2θ)2 + (∆m2
21)

2 sin2 2θ. (2.27)

Maximal mixing is obtained when A/∆m2
21 = cos 2θ. A neutrino starting

from a very dense region, propagating into the vacuum (solar neutrinos, for

example) will pass through this region of maximal mixing. If the vacuum

mixing angle θ is small enough, then the two matter eigenstates will have very

similar masses, leading to a high probability of a level crossing between the

two.

In the case of high energy neutrinos and if the mixing angle is large, pas-

sage from a high density region to the vacuum in the adiabatic limit produces

a pure mass state with the heavier of the two masses. To see this, consider

4The diagonal portion of this Hamiltonian has already been subtracted out, as it con-
tributes just to an overall phase of the neutrino state.
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the case where ∆m2
21/4E �

√
2GF ne. The Hamiltonian reduces to:

H =

 √
2GF ne 0

0 0

 . (2.28)

A neutrino produced in the pure νe state is already the more massive of the

two eigenstates of the matter Hamiltonian. If ne slowly approaches zero as

the neutrino propagates, then the νe will adiabatically transform into the ν2

eigenstate of the vacuum Hamiltonian, Equation 2.13. This turns out to be

a reasonable model for much of the spectrum of 8B solar neutrinos, which is

discussed in more detail in the next section.

2.3 Solar Neutrinos

Nuclear reactions, including fission, fusion and nuclear beta decay, produce

neutrinos and anti-neutrinos. One of the great triumphs of nuclear and as-

trophysics was the discovery that the primary power generation mechanism

in stars is nuclear fusion of hydrogen. For the neutrino physicist, this is very

exciting because it means there is a large, powerful source of neutrinos in

our backyard, with an enormous baseline between the neutrino source and

terrestrial-based detectors. This makes the Sun-Earth system a large “neu-

trino interferometer” of sorts, which can be very sensitive to new physics.

2.3.1 Fusion Paths

Two major fusion sequences have been identified in stars: the pp chain and

the CNO cycle[1]. Both convert hydrogen to helium in stars, with the pp

13



Figure 2.1: Energy output from pp chain and CNO cycle as a function of
stellar core temperature. Figure from [14].

chain dominating in stars with lower core temperatures, such as the Sun.

Figure 2.1 shows the energy contribution of the two processes as a function of

temperature. Both sequences ultimately facilitate the reaction:

4p + 2e− →4 He + 2νe(26.7MeV ). (2.29)

The pp chain is a multi-path reaction, shown in Figure 2.2, which pro-

duces neutrinos at five of the stages. These are[15]:

• pp neutrinos: p + p → d + e+ + νe (Eν < 0.42 MeV)

• pep neutrinos: p + e− + p → d + νe (Eν = 1.44 MeV)

• hep neutrinos: 3He + p →4 He + e+ + νe (Eν < 18.77 MeV)
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(pp) p+ p ! 2H+ e+ + �e99.6% XXXXXXXXXXXX (pep)p+ e� + p! 2H+ �e0.4%������������?2H+ p ! 3He+ ������������������85%?3He+ 3He! 4He + 2 p XXXXXXXXXXXXXXXXXX 2� 10�5%?3He+ p ! 4He+ e+ + �e(hep)?15%3He+ 4He! 7Be + ���������99.87% ?7Be + e� ! 7Li + �e(7Be) ?7Li + p ! 2 4He PPPPPPPPP 0.13%?7Be + p ! 8B + ?8B! 8Be� + e+ + �e (8B)?8Be� ! 2 4He
Figure 2.2: Fusion sequence of the pp-chain in the Sun. Figure from [16].

• 7Be neutrinos: 7Be + e− →7 Li + νe (Eν = 0.384, 0.862 MeV)

• 8B neutrinos: 8B →8 Be∗ + e+ + νe (Eν < 15 MeV)

It is important to note that the Sun is a pure νe source5. If muon or tau

neutrinos are observed coming from the Sun, then it is a clear sign of flavor

transformation.

The rates of all these reactions can be calculated theoretically for the

Sun given the chemical composition, surface temperature, luminosity, mass,

5The much less active CNO cycle, not discussed here, also produces only electron neu-
trinos.
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and many other input parameters. These models have been refined and tested

so much over the years that the current model is now called the Standard

Solar Model (SSM), in analogy to the Standard Model of particle physics. To

distinguish improved models from previous versions, they are often identified

by the author initials and the year. As of this writing, the latest model is

BS2005[17].

Figure 2.3 shows the energy spectrum and total fluxes for the different

neutrino reactions in the Sun. The pp neutrinos have the highest overall flux,

but the lowest energy. Of particular interest to SNO, the 8B neutrino spectrum

extends to much higher neutrino energies, but with a greater flux than the hep

neutrinos. Additionally, 8B neutrinos are produced much closer to the center

of the Sun, as shown in Figure 2.4, providing an observational window to the

conditions in the stellar core. BS2005 predicts a total 8B neutrino flux of

(5.69± 0.91)× 106cm−2s−1.

2.3.2 Vacuum-Matter Transition

With large mixing, the MSW effect predicts a transition from “matter-dominated”

to “vacuum-dominated” oscillation as a function of neutrino energy[19], where

these two terms refer to the relative importance of the vacuum and matter

Hamiltonians in Equation 2.22. In the matter-dominated regime, we observe

a pure ν2 state coming out of the Sun. The survival probability in this limit,

Pνe→νe = sin2 θ12, (2.30)

is independent of energy. In the vacuum-dominated regime, neutrinos pro-

duced over a wide range of locations in the Sun are all at different phases in
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Fig. 2.— Solar neutrino energy spectrum for the solar model BS05(OP). The uncertainties

are taken from Table 8 of Bahcall and Serenelli (2005).

Figure 2.3: Neutrino energy spectrum, as predicted by the BS2005 model.
Figure from [17].

Figure 2.4: Production of neutrinos as a function of radius in the Sun. Figure
from [18].
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Figure 2.5: Transition from vacuum to matter-dominated oscillations in the
Sun as a function of neutrino energy. β sets the energy of the transition point.
Figure from [19].

their oscillation when they reach Earth. The survival probability in this case

becomes the average of Equation 2.15,

Pνe→νe = 1− 1

2
sin2 2θ12, (2.31)

also independent of energy. In between the two limits, there is an energy depen-

dent survival probability. Figure 2.5 shows the transition region schematically.

2.3.3 Day/Night Effect

Terrestrial detectors of solar neutrinos are constantly in motion due to the

Earth’s rotation. During the day, the incoming neutrinos pass through at most
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Figure 2.6: Comparison of day and night survival probabilities for ∆m2
21 =

8.0 × 10−5eV2 and sin2 2θ12 = 0.86. Probability tables generated by O.
Simard[20].

a few kilometers of rock to reach the target, whereas at night, neutrinos go

through thousands of kilometers of rock. This leads to a day-night asymmetry

of the survival probability of electron neutrinos. Figure 2.6 shows the day

and night survival probability for the current best fit solar neutrino mixing

parameters. The slight increase in the survival probability at night indicates

a regeneration of ν1 in the Earth.

2.4 Experimental Results

The amount of independent evidence for neutrino flavor transformation under

the three neutrino oscillation model is immense. Oscillations have been ob-

served for neutrinos over vastly different energy scales and detector baselines.
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In this section we will focus on solar neutrino experiments and KamLAND

as most relevant to SNO. The SNO experiment itself is discussed in detail in

Chapter 3, so experimental results from SNO are deferred to Section 3.8.

2.4.1 Homestake Chlorine Experiment

Arguably, the first evidence for neutrino flavor transformation was found in

the solar sector, although it was not initially recognized as such. The first solar

neutrinos were observed by Davis[21] with a tank of 615 tons of C2Cl4 installed

in the Homestake mine in South Dakota. With 4200 m.w.e. of shielding from

cosmic rays, the Davis experiment could search for the rare process

37Cl + νe → 37Ar + e−. (2.32)

The 814 keV energy threshold makes this reaction sensitive to 7Be, pep, 8B,

and hep neutrinos, with 8B comprising the bulk of the detected neutrinos.

Assuming that all of the detected neutrinos were from 8B, the group was able

to set a limit, using 108 data collection runs spread over a 24 year period (see

Figure 2.7), of

Φ8B < (2.25± 0.21)× 106cm−2s−1, (2.33)

which is less than half the prediction of the Standard Solar Model. The initial

version of this measurement, combined with an early version of the SSM in

1968 started what later became known as the solar neutrino problem.
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cal region centered about 2.8 keV, whose width is plotted on
the x-axis : 0.5 keV indicates a window from 2.55 to 3.05
keV (D53% acceptance), while a width of 1.6 keV is the
window from 2.0 to 3.6 keV described above (D88%
acceptance). The ADP window has a Ðxed upper edge at
1.02 on the normalized ADP plot and a lower edge that
ranges from 0.79 (D100% acceptance) to 0.96 (D20%
acceptance). The 37Ar production rate is clearly stable over
a wide range of selection windows in both parameters.

7.3. Data Analysis
The result of the event selection process described in the

previous section is a time series of events that all Ðt the
criteria for 37Ar decays. Using this time series, a Ðt is made
to a decaying exponential with a half-life Ðxed at 35 days
(the 37Ar signal) plus a decaying background whose half-life
can be varied. In earlier analyses, this background has been
assumed to be constant in time since there were(q1@2 \ O)
too few background counts in any single run to obtain any
useful information concerning the nature of the back-
ground. However, analysis of the background in the cumu-
lative data set indicates that these events can be better
characterized as occurring with a half-life in the range of
2È3 yr. A time-rate plot for the slow data in the 37Ar region
(energy \ 2.0È3.6 keV; ADP \ 0.4È0.8) clearly indicates a
Ðnite half-life for the background. Several counters have
been used for a number of runs over 5È7 yr intervals, allow-
ing the counter background rate to be tracked over an
extended time period. These observations of speciÐc
counters also display a background that drops o† with
time. In both the cumulative time-rate plot and in individ-
ual counters, the half-life observed is consistent with a time
constant, yr. Noting that the half-life of 55Fe isq1@2 \ 2.7
2.7 yr and that 96 out of 108 runs have been counted using
iron cathodes, we have assumed a 2.7 yr half-life for the
background in the present analysis.

The results of the Ðt are two parameters, a production
rate, p, of 37Ar in the detector, and an initial background
rate, b, of false events generated in the counter. If we assume
a constant rate of 37Ar production in the during theC2Cl4exposure and a decaying background rate in the counter
with yr, then the probability for producing the par-q

b
\ 2.7

ticular time series of events which we observe is given by the
expression

P(t1 É É É t
n
o p, b) P e~(Nb`Nc) <

i/1

n
(be~jbti ] pv

e
v
c
Se~jti)

4 L(the likelihood function) ,

where

n \ total number of candidate37Ar events ,

t
i
\ time of ith candidate 37Ar event ,

j \ 37Ar decay constant (35.04 days) ,

j
b
\ background decay constant (2.7 yr) ,

v
e
\ extraction efÐciency ,

v
c
\ counting efÐciency ,

S \ 1 [ e~jtexp, the saturation fraction ,

texp \ exposure time of tank ,

* \ ;
k/1

m
(e~jtbk [ e~jtek)

(probability that an 37Ar atom that is extracted will decay
at a time when it could be counted),

tbk, tek \ beginning and ending time of kth

counting interval ,

m \ total number of counting intervals ,

N
b
\ b

j
b

;
k/1

m
(e~jbtbk [ e~jbtek) ,

(e†ective number of observed background events), and

N
c
\ pv

e
v
c
S*/j

(e†ective number of observed 37Ar atoms. The reader is
reminded that * \ 1 [100% ““ ON time ÏÏ] was assumed for
the expression used in ° 3.2.)

The method of maximum likelihood (Cleveland 1983 ;
& Wildenhain is used to determine the pairOpendak 1992)

of parameters p and b that has the highest probability of
producing the observed sequence of events in the counter
(and thus maximizes the likelihood function). The Ðt
includes explicitly a correction for the nonsolar production
of 37Ar in the detector, which has varied somewhat during
the overall observing period (due to variations in the shield-
ing arrangements) and takes into account the ^3% change
in the production rate due to the eccentricity of the EarthÏs
orbit. The Ðnal result is thus a production rate of 37Ar that
may be ascribed to the Ñux of neutrinos from the Sun at the
average Earth-Sun distance. gives the results of theTable 3
108 completed solar neutrino observations. We should note
that for purposes of historical continuity, the individual
results presented here have been analyzed by selecting
events within the ““ tight ÏÏ windows described earlier (one
FWHM for energy and 0.9È1.0 for ADP), and using the
traditional assumption that (To convert pro-q

b
\ O.

duction rates into SNUs, multiply by 5.35.) The 108 com-
pleted solar neutrino observations are plotted in Figure 13.

The method of maximum likelihood is also used to
combine the results of all 108 observations to Ðnd the pro-
duction rate that is most likely to have produced the entire
data set. The average production rate for several runs is
found by multiplying the likelihood functions of these runs
together and searching parameter space for the most likely

FIG. 13.ÈHomestake ExperimentÈone FWHM results. Results for
108 individual solar neutrino observations made with the Homestake chlo-
rine detector. The production rate of 37Ar shown has already had all
known sources of nonsolar 37Ar production subtracted from it. The errors
shown for individual measurements are statistical errors only and are sig-
niÐcantly non-Gaussian for results near zero. The error shown for the
cumulative result is the combination of the statistical and systematic errors
in quadrature.

Figure 2.7: Solar neutrino interactions observed in the 24 year running time
of the Homestake experiment, in units of 10−36 captures per target atom per
second (1 SNU). Figure from [21].

2.4.2 Gallium Experiments

Later radiochemical observations of solar neutrinos were made using gallium

by the GALLEX[22], GNO[23] and SAGE[24] experiments. Gallium has the

advantage of a much lower energy threshold of 233 keV for electron neutrino

absorption via the reaction

71Ga + νe →71 Ge + e−. (2.34)

The germanium is extracted from the gallium target periodically and observed

to decay through electron capture back to gallium. Neutrino capture on gal-

lium has a low enough threshold to be sensitive to all kinds of solar neutrinos,

including the pp neutrinos, which have the lowest endpoint energy. As the
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pp neutrinos are produced in the first stage of the solar fusion cycle, their

flux is very directly connected to the total power output of the Sun. These

experiments reported values of

77.5± 6.2(stat)+4.3
−4.7(syst) SNU (GALLEX)

62.9± 5.4(stat)± 2.5(syst) SNU (GNO)

69.1+4.3
−4.2 SNU (SAGE)

where SNU is the solar neutrino unit (the preferred unit for radiochemical

experiments), defined to be 10−36 captures per target atom per second. The

Standard Solar Model[25] predicted 128±8 SNU, clearly in disagreement with

the experiments.

2.4.3 Super-Kamiokande

Super-Kamiokande[26] is a 50 kiloton water Cherenkov detector located under

2700 mwe of rock in Kamioka, Japan. During its initial run, the detector

contained 11,146 inward facing 50 cm diameter Hamamatsu photomultiplier

tubes (PMTs). This array of PMTs observe Cherenkov light produced by

relativistic charged particles moving in the inner volume. An accident in 2001

destroyed a number of PMTs, which necessitated redistributing the remaining

PMTs and protecting them with acrylic shields[27].

Although Super-Kamiokande’s first major result was regarding atmo-

spheric neutrinos, the detector also has substantial sensitivity to solar neutri-

nos. Incoming neutrinos can elastically scatter electrons in the water target:
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ν + e− → ν + e− (2.35)

With electron neutrinos, this reaction can proceed through both W and Z

exchange, whereas for mu and tau neutrinos, only the Z channel is possible.

This gives the elastic scattering interaction some sensitivity to all flavors of

neutrinos in the proportion φνe + 1
6
(φνµ + φντ ). In the presence of neutrino

oscillations, a measurement of either the electron neutrino flux or the total (all

flavors) flux is not possible with Super-Kamiokande alone.

The elastic scattering interaction is especially interesting for solar neu-

trinos as the outgoing electron direction is strongly correlated with the in-

coming neutrino direction. The Cherenkov cone from a relativistic particle

points along the particle’s velocity vector. As a real time detector (in contrast

to the radiochemical experiments) can reconstruct the direction of motion in

each event from the image of the cone projected onto the PMT array. Figure

2.8 shows the plot of the cosine of the angle between the event direction and

the vector pointing from the Sun to the Earth at the time of the event. A

clear forward peak is visible, indicating that the neutrinos observed by Super-

Kamiokande are indeed solar in origin.

Intrinsic backgrounds limited the solar analysis in the second run (SK-

II) to a reconstructed electron energy threshold of 7 MeV. This makes Super-

Kamiokande only sensitive to 8B and hep neutrinos, which have high enough

energy to scatter electrons above this threshold. In practice, the 8B neutrinos

dominate, as the hep neutrinos are 3 orders of magnitude lower in flux. The
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FIG. 10: Summary of the data reduction steps (top) and their
efficiencies on MC (bottom)

+483.3
−461.6(sys.). The corresponding 8B flux is:

(2.38± 0.05(stat.)+0.16
−0.15(sys.))× 106 cm−2sec−1.

It is statistically consistent with the SK-I value of (2.35±
0.02(stat.) ± 0.08(sys.)) × 106 cm−2sec−1. The system-
atic uncertainties of SK-I and II are mostly uncorrelated
due to differences in energy scale, event selection, event
reconstruction methods, etc. Figure 11 shows the angu-
lar distribution of extracted solar neutrino events. Table
I lists the SK-II systematic errors assigned for the total
flux and day-night difference.

TABLE I: SK-II systematic error of each item in %. Numbers
in parentheses are the values obtained from calibration data
before application to the neutrino flux.

flux day-night

Energy scale (absolute ±1.4%) +4.2− 3.9
Energy scale (relative ±0.5%) ±1.5
Energy resolution (2.5 %) ±0.3
8B spectrum ±1.9
Trigger efficiency ±0.5
1st reduction ±1.0
2nd reduction ±3.0
Spallation dead time ±0.4
Gamma cut ±1.0
Vertex shift ±1.1
Non-flat background ±0.4 ±3.4
Angular resolution (6.0%) ±3.0
Cross section ±0.5
Live time ±0.1 ±0.1
Total +6.7− 6.4 ±3.7
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FIG. 11: The angular distribution of solar neutrino candidate
events. The flat line seen under the peak in the solar direction
represents background contributions.

D. Time Variation Results

1. Day-Night and Seasonal Variation

Time variations of the solar neutrino flux are also de-
termined by looking at day and night fluxes and the
change in total flux at regular intervals during the live
time of SK-II. The day and night fluxes are measured by
selecting events which occur when the cosine of the solar
zenith angle is less than zero (day) and greater than zero
(night). Unlike the total flux, the day and night fluxes
are quoted using a threshold of 7.5 MeV due to low sig-
nal to noise ratio for the 7.0-7.5 MeV bin in the solar

Figure 2.8: Cosine of event direction relative to incoming vector from the Sun.
Figure from [27].

solar neutrino flux observed by SK-II was

φES = 2.38± 0.05stat+0.16
−0.15 × 106 cm−2sec−1, (2.36)

far below the (5.69± 0.91)× 106cm−2s−1 prediction of BS2005.

2.4.4 Borexino

The Borexino experiment[28][29] is a liquid scintillator detector designed to

observe solar neutrinos in real time, but at energies lower than is possible in

water Cherenkov detectors. This makes it possible to observe 7Be neutrinos

directly for the first time. The inner target volume is a sphere composed of

300 tons of pseudocumene with 1.5 g/L of PPO mixed in as a fluor. Encased

in a thin nylon vessel, the scintillator is suspended in a larger sphere of buffer
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FIG. 2: Spectral fit in the energy region 160–2000 keV.

tion for 238U of (1.6±0.1)×10−17 g/g and for 232Th of
(6.8±1.5)×10−18 g/g. The 85Kr content in the scintilla-
tor was probed through the rare decay sequence 85Kr→
85mRb+e++νe, 85mRb→ 85Rb+γ (τ=1.5 µs, BR 0.43%)
that offers a delayed coincidence tag. Our best estimate
for the activity of 85Kr is 29±14 counts/(day·100 ton).

We determined the light yield and the interaction rate
of 7Be solar neutrinos by fitting the α-subtracted spec-
trum in the region 100–800 pe, accounting for the pres-
ence of several possible contaminants. We obtain a light
yield of about 500 pe/MeV for β’s at the minimum of
ionization, and the energy resolution is approximately
scaling as 5%/

√
E [MeV]. The weights for 14C, 11C,

and 85Kr are left as free parameters in the fit. The
214Pb surviving cut iii is independently determined and
its weight in the fit is fixed. Weights for pp and pep
neutrinos are fixed to the values expected from the Stan-
dard Solar Model (SSM) [18] and from a recent determi-
nation of sin2 2θ12=0.87 and ∆m2

12=7.6×10−5 eV2 [6].
The spectra for CNO neutrinos and 210Bi are almost de-
generate and cannot be distinguished prior to removal of
the 11C background [24, 25]: we use a single component
whose weight is a free parameter. Two independent anal-
ysis codes report consistent spectra and results, shown in
Fig. 2 and summarized in Table I. A further check was
performed by fitting the spectrum obtained prior to sta-
tistical α’s subtraction, obtaining consistent results, as
shown in Fig. 3.

Several sources, as summarized in Table II, contribute
to the systematic error. The total mass of scintillator
(315 m3, 278 ton) is known within ±0.2%. Not so yet
for the fiducial mass, which is defined by a software cut.
We estimate the systematic error to be ±6% on the basis

TABLE I: Fit Results [counts/(day·100 ton)].
7Be 49±3stat
85Kr 25±3stat
210Bi+CNO 23±2stat
11C 25±1stat

FIG. 3: Spectral fit in the energy region 260–1670 keV prior
to statistical α’s subtraction.

of the distribution of reconstructed vertexes of uniform
background sources (14C, 2.2 MeV γ-rays from capture of
cosmogenic neutrons, daughters of Rn introduced during
the filling with scintillator) and on the basis of the in-
ner vessel radius determined from the reconstructed po-
sition of sources located at the periphery of the active
volume (212Bi-212Po coincidences emanating from 228Th
contaminations in the nylon of the inner vessel and γ-
rays from the buffer volumes). The uncertainty in the
detector response function results in a large systematic
error, as small variations in the energy response affect the
balance of counts attributed by the fit to 7Be and 85Kr.
We aim at reducing substantially the global systematic
uncertainty with the forthcoming deployment of calibra-
tion sources in the detector: this will allow a 3D mapping
of the performance of position reconstruction algorithms
and an in-depth study of the detector response function
as a function of β- and γ-ray energies.

Taking into account systematic errors, our best
value for the 7Be solar neutrinos interaction rate is
49±3stat±4syst counts/(day·100 ton). The signal ex-
pected in the MSW-LMA scenario [19], and for the high
metallicity SSM [18]1, is 48±4 counts/(day·100 ton).

TABLE II: Estimated Systematic Uncertainties [%].

Total Scintillator Mass 0.2 Fiducial Mass Ratio 6.0
Live Time 0.1 Detector Resp. Function 6.0
Efficiency of Cuts 0.3
Total Systematic Error 8.5

1 We remark that in the absence of a resolution between the high-
Z abundances reported by Grevesse and Sauval [20] and by As-
plund, Grevesse, and Sauval [21], for the purpose of comparison
with the SSM, we arbitrarily choose as a reference the latest SSM
based on the high-Z abundances reported in Ref. [21]. We remark
that the current results from Borexino do not help in solving this
important controversy. See Ref. [22] for additional information.

Figure 2.9: Energy spectrum of reconstructed events in Borexino after α/β
cuts. Figure from [29] pre-print.

liquid (more pseudocumene with a scintillation quencher) surrounded by 2212

8” PMTs in a spherical, inward looking configuration. Of these, 1828 also have

light concentrators to increase the effective photocathode coverage.

Similar to Super-Kamiokande, Borexino also observes solar neutrinos

through the elastic scattering of electrons by incoming neutrinos. Unlike

Cherenkov light, the scintillator does not provide any directional information,

so background rejection becomes much more difficult. All detector materi-

als must be of high radiopurity, and coincidence cuts are used to eliminate

radon daughters. Figure 2.9 shows the energy spectrum observed by Borex-

ino’s latest 192 day result. The interaction rate of 7Be neutrinos observed is

49 ± 3(stat) ± 4(syst) counts per day per 100 tons, compared to a predicted

unoscillated rate of 74± 4 counts per day per 100 tons.

25



2.4.5 KamLAND

KamLAND[30] is another liquid scintillator detector, but designed for a com-

pletely different purpose. Rather than search for solar neutrinos, KamLAND

detects antineutrinos produced by nuclear reactors in Japan and neighboring

areas, with an average baseline of 180 km. The L/E for reactor antineutrinos

over this baseline gives KamLAND sensitivity to the same range of mixing

parameters observed in the solar experiments. This provides a valuable cross-

check, and complementary measurements to the solar results.

The detector is located in the original Kamiokande detector hall, and is

comprised of one kiloton of 80% dodecane, 20% pseudocumene, and 1.52 g/L

of PPO. Antineutrinos interact with hydrogen in the detector through inverse

beta decay

p + νe → n + e+, (2.37)

the very same reaction used to first discover neutrinos. The prompt positron

annihilation followed by a delayed neutron capture provide a coincidence signal

with high background rejection. Both signals are observed in the scintillator by

a combination of 1,325 17” PMTs and 554 20” PMTs. The outgoing positron

energy is strongly correlated with the incoming neutrino energy6. In the latest

high precision results from KamLAND[31], they can now observe the L/E

oscillation pattern, as shown in Figure 2.10. Fitting the energy dependence of

the distortion gives KamLAND excellent precision for measuring ∆m2
12, but

not as much sensitivity to θ12, as that requires observing the minimum Pee

in one oscillation (See Equation 2.15). On the other hand, high energy solar

experiments, like SNO, most directly observe sin2 2θ12. Together, KamLAND

6This is analogous to the CC interaction in SNO. See Section 3.1.
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FIG. 2: Allowed region for neutrino oscillation parameters from

KamLAND and solar neutrino experiments. The side-panels show

the ∆χ2-profiles for KamLAND (dashed) and solar experiments

(dotted) individually, as well as the combination of the two (solid).

unbinned data is assessed with a maximum likelihood fit to

two-flavor neutrino oscillation (with θ13 = 0), simultaneously

fitting the geo-neutrino contribution. The method incorporates

the absolute time of the event to account for time variations

in the reactor flux and includes Earth-matter oscillation ef-

fects. The best-fit is shown in Fig. 1. The joint confidence

intervals give ∆m2
21 = 7.58+0.14

−0.13(stat)+0.15
−0.15(syst)× 10−5 eV2

and tan2 θ12 = 0.56+0.10
−0.07(stat)+0.10

−0.06(syst) for tan2 θ12<1. A

scaled reactor spectrum without distortions from neutrino os-

cillation is excluded at more than 5σ. An independent anal-

ysis using cuts similar to Ref. [2] finds ∆m2
21 = 7.66+0.22

−0.20 ×

10−5 eV2 and tan2 θ12 = 0.52+0.16
−0.10.

The allowed contours in the neutrino oscillation parame-

ter space, including ∆χ2-profiles, are shown in Fig. 2. Only

the so-called LMA-I region remains, while other regions

previously allowed by KamLAND at ∼2.2σ are disfavored

at more than 4σ. When considering three-neutrino oscilla-

tion, the KamLAND data give the same result for ∆m2
21,

and a slightly increased uncertainty on θ12. The parame-

ter space can be further constrained by incorporating the re-

sults of SNO [15] and solar flux experiments [16] in a two-

neutrino analysis with KamLAND assuming CPT invariance.

The oscillation parameters from this combined analysis are

∆m2
21 = 7.59+0.21

−0.21 × 10−5 eV2 and tan2 θ12 = 0.47+0.06
−0.05.

In order to assess the number of geo-neutrinos, we fit the

normalization of the νe energy spectrum from the U and Th-

decay chains simultaneously with the neutrino oscillation pa-

rameter estimation using the KamLAND and solar data; see

Fig. 3. The time of the event gives additional discrimination

power since the reactor contribution varies. The fit yields 25

and 36 detected geo-neutrino events from the U and Th-decay

chains, respectively, but there is a strong anti-correlation. Fix-
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lated from a geological reference model [8].

 (km/MeV)
e%

/E0L

20 30 40 50 60 70 80 90 100

S
u
rv

iv
al

 P
ro

b
ab

il
it

y

0

0.2

0.4

0.6

0.8

1

e%Data - BG - Geo 

Expectation based on osci. parameters

determined by KamLAND

FIG. 4: Ratio of the background and geo-neutrino subtracted νe

spectrum to the expectation for no-oscillation as a function of

L0/E. L0 is the effective baseline taken as a flux-weighted aver-
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vidual reactors, time-dependent flux variations and efficiencies. The

error bars are statistical and do not include correlated systematic un-

certainties in the energy scale.

ing the Th/U mass ratio to 3.9 from planetary data [17], we

obtain a combined U+Th best-fit value of 73± 27 events cor-

responding to a flux of (4.4± 1.6)×106 cm−2s−1, in agree-

ment with the geological reference model.

The KamLAND data, together with the solar ν data, set an

upper limit of 6.2 TW (90% C.L.) for a νe reactor source at

the Earth’s center [18], assuming that the reactor produces a

spectrum identical to that of a slow neutron artificial reactor.

The ratio of the background-subtractedνe candidate events,

including the subtraction of geo-neutrinos, to the expectation

assuming no neutrino oscillation is plotted in Fig. 4 as a func-

tion of L0/E. The spectrum indicates almost two cycles of the

Figure 2.10: L/E distribution for events observed by the KamLAND detector.
Figure from [31].

and solar experiments provide nearly orthogonal constraints on the mixing

parameters.

2.4.6 Experimental Summary

All of the solar neutrino results can be combined to produce a best estimate

for the solar mixing parameters. Figure 2.11 shows the global solar-only (in-

cluding SNO) best fit contours as well as the solar+KamLAND contours. The

only allowed region left is called the large mixing angle (LMA) region, to dis-

tinguish it from previously allowed regions where the solar neutrino deficit was

explained by a small mixing angle (SMA) or vacuum oscillation.
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FIG. 35: (a) Global neutrino oscillation analysis using only so-

lar neutrino data, and (b) including KamLAND 766 ton-year data.

The solar neutrino data included SNO’s pure D2O phase day and

night spectra, SNO’s salt phase extracted day and night CC spectra

and ES and NC fluxes, the rate measurements from the Cl, SAGE,

Gallex/GNO, and SK-I zenith spectra. The 8B flux was free in the

fit; hep solar neutrinos were fixed at 9.3 × 103 cm−2 s−1. The stars

are plotted at the best-fit parameters from the χ2 analysis, listed in

Table XXVIII.

The top panel in Fig. 35 shows the allowed region for

a global oscillation analysis that included data from all so-

lar neutrino experiments. The best-fit oscillation parameters,

with 1σ uncertainties on the 2-dimensional parameter region

given, are ∆m2 = 6.5+4.4
−2.3 × 10−5 eV2, tan2 θ = 0.45+0.09

−0.08
, with

a best-fit χ2 = 113.1 for 116 degrees of freedom in the global

solar χ2 analysis. The lower panel shows the results of the

analysis when the 766 ton-year data from KamLAND [61]

were also included. The best-fit parameters from the global

solar plus KamLAND analysis are: ∆m2 = 8.0+0.6
−0.4×10−5 eV2,

θ = 33.9+2.4
−2.2 degrees, fB = 4.93 × 106 cm−2 s−1, where the 1σ

uncertainties on the 2-dimensional parameter region are given.

The inclusion of KamLAND data shifts the best-fit ∆m2 value

but this shift is perfectly consistent with the global solar neu-

trino constraints and gives a χ2 = 113.6 for the solar neutrino

part of the calculation. A summary of the best-fit oscillation

parameters and their ranges within the allowed LMA regions

appears in Table XXVIII. SNO data are providing strong con-

straints on the mixing angle.

TABLE XXVIII: Best-fit neutrino oscillation parameters. Uncertain-

ties listed are ±1σ for the 2-D parameter regions (and only within

the LMA region for the SNO-only analysis).

Oscillation analysis ∆m2 (10−5 eV2) tan2 θ
SNO-only 5.0+6.2

−1.8 0.45+0.11
−0.10

Global solar 6.5+4.4
−2.3 0.45+0.09

−0.08

Solar plus KamLAND 8.0+0.6
−0.4 0.45+0.09

−0.07

Compared to [12] the inclusion of the 391-day salt data

set (with spectral and day-night information) in the oscilla-

tion analysis moves the allowed oscillation region to slightly

larger mixing angles. This is due to the larger central value

of the φCC /φNC ratio found in the present analysis. The 2004

KamLAND data [61] have already tightly constrained the pa-

rameter ∆m2. In terms of individual uncertainties the results

become ∆m2 = 8.0+0.4
−0.3 × 10−5 eV2 and θ = 33.9+1.6

−1.6 degrees,

where the uncertainties were obtained as 1-dimensional pro-

jections of the respective parameter while marginalizing the

uncertainties in the other.

TABLE XXIX: Comparison of SNO total active 8B solar neutrino

flux measurements and solar model predictions.

Source Total 8B Flux (106 cm−2 s−1)

SNO pure D2O phase NC 5.09+0.44
−0.43

(stat.)+0.46
−0.43(syst.)

above, energy unconstrained 6.42 ± 1.57(stat.)+0.55
−0.58

(syst.)

SNO salt phase NC 4.94 ± 0.21(stat.)+0.34
−0.38

(syst.)

SNO salt day NC 4.81 ± 0.31(stat.) ± 0.39(syst.)

SNO salt night NC 5.02 ± 0.29(stat.) ± 0.41(syst.)

SNO-only oscillation fit 5.11

global solar fit 5.06

solar plus KamLAND fit 4.93

BS05(OP) [13] 5.69 ± 0.91

BS05(AGS,OP) [13] 4.51 ± 0.72

BP04 [11] 5.79 ± 1.33

BP2000 [10] 5.05+1.01
−0.81

TC04 tac A [14] 4.25

TC04 seismic [14] 5.31 ± 0.6

The total active 8B solar neutrino flux, measured by the NC

reaction, has been presented in several ways in SNO analyses.

Table XXIX lists SNO measured (or fit) values and fluxes pre-

dicted by solar models. In the first row, the SNO NC flux was

extracted assuming an undistorted 8B spectrum (for the null

hypothesis test). All subsequent values in the table are free

from that assumption. The salt phase NC value (this work)

is the most precise and appropriate one to compare with solar

models. The agreement between solar models and this mea-

surement is good.

Based on the best-fit parameters from the global solar plus

KamLAND analysis, the predicted CC electron energy spec-

trum is determined. In Fig. 36, this prediction is compared

Figure 2.11: Allowed mixing parameters for ∆m2
21 and θ12 with only solar

neutrino experiments (left) and solar+KamLAND (right). Figure from [32].
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2.5 Prospects for New Physics

As fundamental parameters in the Standard Model, the neutrino mixing angles

and masses are intrinsically useful to know, if only to better prepare neutrino

experiments to be future probes in astrophysics and geophysics. But more

importantly, improved measures of the neutrino oscillation parameters also

have something to tell us about fundamental new physics. Just a few of these

ideas are mentioned in the following sections.

2.5.1 Tri-Bimaximal Mixing and Lepton-Quark Unifi-

cation

One of the great peculiarities of the PMNS neutrino mixing matrix is how very

different it is from the analog in the quark sector, the CKM matrix[10]:

|VCKM | =


0.97383+0.00024

−0.00023 0.2272+0.0010
−0.0010 (3.96+0.09

−0.09)× 10−3

0.2271+0.0010
−0.0010 0.97296+0.00024

−0.00024 (42.21+0.10
−0.80)× 10−3

(8.14+0.32
−0.64)× 10−3 (41.61+0.12

−0.78)× 10−3 0.999100+0.000034
−0.000004

 .

(2.38)

Quark flavor number is only weakly broken, whereas in the neutrino sector,

the mixing is maximal for one angle, and near maximal for the other. The

second mass state, ν2, even has “flavor democracy,” with equal parts νe, νµ

and ντ .

The extremely non-diagonal form of the PMNS matrix has been observed[33]

to be very nearly the product of a 45◦ rotation matrix (the angle between x or

y axis and the vector (1,1)) and a ≈ 35◦ rotation matrix (the angle between

the x, y or z axis and the vector (1,1,1)). This idealized matrix is called the
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tri-bimaximal mixing matrix and has the form

|UTBM | =


√

2
3

√
1
3

0√
1
6

√
1
3

√
1
2√

1
6

√
1
3

√
1
2

 ≈


0.816 0.577 0

0.408 0.577 0.707

0.408 0.577 0.707

 (2.39)

The tri-bimaximal values are separately consistent with the 90% C.L. measured

values shown in Equation 2.21.

At first glance, the tri-bimaximal mixing form might seem like idle nu-

merology. However, the specific form may give some clue about the fundamen-

tal physics which gives mass to neutrinos. The tri-bimaximal matrix has been

found to have relations to group theory [34][35], which may also indicate why

quarks have so little mixing. Certainly this question will have to be addressed

by any grand unified theories which postulate quark-lepton unification at high

energy. It has even been shown[36][37] that if the CKM and the PMNS matri-

ces are equal at the GUT energy scale, renormalization effects in the MSSM

can cause the the two matrices to diverge from each other at low energy, under

the assumption that neutrinos have Majorana masses and are quasi-degenerate

with m1,2,3 > 0.1 eV. The CKM matrix can be used in this framework to esti-

mate the value of θ13, which [37] predicts to be θ13 ≈ 3.5◦− 10◦. Clearly, more

experimental input will help test and refine these ideas.

2.5.2 Spectral Distortion

There is an entire class of new physics that can be discovered by looking for

the vacuum-matter transition in the νe survival probability, show in Figure

2.5. The exact location of the cross-over point depends upon the relative
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magnitudes of the terms in the Hamiltonian shown in Equation 2.22. Any

physical interaction which creates an effective potential for neutrinos will have

an associated term in the Hamiltonian and distort the νe spectrum.

One such idea is that of non-standard interactions (NSI), like flavor-

changing neutral currents. Miranda, et. al.[38] considered the case of a Fermi-

like interaction between electron neutrinos and the down quark. This leads to

a Hamiltonian term of the form

HNSI =
√

2GF Nd

 0 ε

ε ε′

 , (2.40)

where ε and ε′ parameterize the strength of NSI. Using both solar and Kam-

LAND data as a constraint, they find two other allowed solar neutrino mixing

parameters in the presence of non-standard interactions. Figure 2.12 shows

these additional solutions, called LMA-D and LMA-0, in contrast to the stan-

dard solution, LMA-I. These different solutions can be distinguished by their

effect on the survival probability, shown in Figure 2.13.

Even more exotic physics, like mass-varying neutrinos[39], or a scale-

invariant field (“unparticle”) coupled to the Standard Model[40][41] can also be

detected in a similar way, through their distortion of the νe spectrum beyond

the three-flavor neutrino oscillation prediction.

2.5.3 CPT Invariance

We obtain excellent constraints on ∆m2
21 from KamLAND and θ12 from SNO

and Super-Kamiokande. If we assume that the mass matrix of neutrinos and

antineutrinos are identical, then we can combine these two measurements for
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from the analysis of the latest solar data (hollow lines, left panel), and latest KamLAND data
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Figure 2: Allowed regions for the generalized OSC + NSI case, determined from the latest data:
left panel corresponds to a solar only analysis, while the right panel corresponds to the combined
solar+KamLAND analysis.

as seen by the χ2 value. This solution is characterized by ε′ = 0.90, although lower values

∼ 0.75 are allowed at 3σ. Although embarrassingly large, one sees that such large NSI

strength values are perfectly compatible with all existing solar and reactor neutrino data,

including the small values of the neutrino masses indicated by current oscillation data. This

opens a potentially physics challenge for upcoming low energy solar neutrino experiments,

such as Borexino. Note that large NSI values could affect also solar neutrino detection, as

considered in [37]. In what follows we give a discussion of the role of other experiments in

probing neutrino properties at the level implied by the above LMA-D solution.

– 5 –

Figure 2.12: Allowed mixing parameters in the presence of non-standard inter-
actions for solar-only (left) and solar+KamLAND (right). LMA-I represents
the standard LMA region, while LMA-D and LMA-0 are new solutions. Figure
from [38].
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Figure 4: Predicted neutrino survival probability for low-energy neutrinos (left) and boron
neutrinos (right) at the best fit points of LMA-I, LMA-D and LMA-0.

restricted case where ε = 0. We see that the limits on the strength of non-standard neutrino

interactions are still very poor. The dashed lines in Fig. 3 denote the ultimate reach of this

method of constraining NSI parameters (through their effect in solar neutrino propagation),

namely they correspond to the case where solar neutrino oscillation parameters ∆m2
sol and

θsol are determined with infinite precision. One sees that in this ideal case the allowed

range narrows down mainly for negative NSI parameter values. We conclude that there

is substantial room still left for sub–leading non-standard neutrinos conversions in matter

and, moreover, that the determination of solar neutrino oscillation parameters, especially

the solar mixing angle, is currently ambiguous. It is unlikely that more precise reactor

measurements by KamLAND will resolve this mixing angle ambiguity, as they are expected

to constrain mainly ∆m2
sol.

In Fig. 4 we present the predicted neutrino survival probabilities versus energy, from

the region of pp neutrinos up to the high energy solar neutrinos, for the three best–fit

points of the allowed regions found above. One sees that the solutions predict different

rates for the low energy neutrinos (e.g. pp and pep), so that future low energy solar

neutrino experiments may have a hope of disentangling these solutions. Similarly, in the

region of boron neutrinos our LMA-D solution also predicts a distortion in the spectrum

that might be detectable at future water Cerenkov experiments such as UNO or Hyper-

K [38], given the high statistics expected. With good luck such high statistics experiments

may have a window of opportunity.

3.2 Laboratory experiments

The laboratory bounds on the neutrino non-standard interactions with down-type quarks

can be summarized as |εdP
τe | < 0.5, |εdR

ττ | < 6, |εdL
ττ | < 1.1, −0.6 < εdR

ee < 0.5, −0.3 < εdL
ee <

0.3 3 , see e. g. Ref [25]. Here we are interested in vector-like NSI couplings. For the case

3There is a second branch 0.6 < ε
dL
ee < 1.1 which should be added to the ranges given in Ref [25].

– 7 –

Figure 2.13: Predicted survival probabilities for different NSI solutions. The
left side is the result of a fit to low energy solar experiments and the right is
a fit to 8B solar neutrino experiments. Figure from [38].
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the best estimate of the solar mixing parameters. However, as these two

experiments improve, the possibility arises to test whether the two-neutrino

mixing of each experiment separately is consistent with the other.

De Gouvêa and Peña-Garay[42] performed such an analysis and set a

limit of

|∆m2 −∆m̄2| < 1.1× 10−4 eV2 95% C.L., (2.41)

where the bar refers to antineutrinos. While pessimistic that additional Kam-

LAND data would help this limit, they do suggested that additional solar

measurements could improve the result.

2.6 Conclusions

The neutrino oscillation model has been fantastically successful in explaining

neutrino experiments across many orders of magnitude in baseline and energy.

The “solar neutrino problem” has become a “solar neutrino solution,” which

opens up the possibility of using the Sun to explore new physics through

precision measurement. In the previous section, we briefly mentioned new

physics that could be investigated through improving the uncertainty on the

mixing parameters and looking for the vacuum-matter transition in the νe

spectrum. The next two chapters will show how SNO is uniquely situated to

assist in both of these goals.
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Chapter 3

The Sudbury Neutrino

Observatory

After many decades of difficult measurements, the chlorine and gallium so-

lar neutrino experiments showed a significant deficit of neutrinos from the

Sun relative to the predictions of the Standard Solar Model, constrained by

independent, non-neutrino solar observations. Either the solar model was in-

accurate, or electron neutrinos were somehow disappearing on their way to

Earth. The Sudbury Neutrino Observatory was built to resolve this question.

In this chapter, we will describe the design principles, construction, and ca-

pabilities of SNO, as well as review previous results. Most of the information

in this chapter is summarized from [43] and [44], although special emphasis is

given to details which are relevant for the low energy analysis.
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3.1 Principles of Operation

H. Chen conceived of SNO in 1985[45] as a water Cherenkov detector, similar to

Kamiokande, but using heavy water (D2O) instead of light water. By replacing

the hydrogen in the water molecule with deuterium, three interactions with

solar neutrinos are possible:

• Elastic scattering (ES): νx + e− → νx + e−

• Charged current (CC): νe + d → p + p + e− (−1.44 MeV)

• Neutral current (NC): νx + d → p + n + νx (−2.2 MeV)

The elastic scattering interaction involves the bound electrons in the water

molecule, and so is the only one of the three interactions in common with

light water Cherenkov detectors. The second two interactions are named to

correspond with the currents carried by the charged W and the neutral Z, the

gauge bosons which mediate the process.

Water Cherenkov detectors observe visible light produced by relativistic

particles traveling faster than the speed of light in the medium through which

they are passing. The Cherenkov radiation comes out in a forward cone with

angle[46]

cos θc =
1

βn(ω)
(3.1)

relative to the the direction of travel, where n(ω) is the index of refraction in

the medium as a function of angular frequency. Over a frequency range where

the index of refraction is approximately constant, the intensity (in units of

energy per unit frequency) of Cherenkov radiation[44] follows the approximate
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formula
dI

dω
=

ωe2L sin2 θc

c2
. (3.2)

Transforming to units of wavelength, the distribution in terms of number of

photons per unit wavelength is

dN

dλ
∝ 1

λ2
. (3.3)

As a result, Cherenkov light is biased toward very short wavelengths, a feature

which is important in Section 3.3.

In the case of the ES and CC reactions, we observe the outgoing electron

when it produces Cherenkov light in the target volume. The NC reaction

does not produce a relativistic charged particle, and therefore generates no

Cherenkov light directly. It does, however, produce a free neutron which can

be detected in a variety of ways.

SNO was operated in three different configurations, distinguished by

their neutron capture mechanism:

• Phase I, “D2O phase”: The target volume was composed of pure heavy

water, with signature: n +2 H →3 H + γ (6.25 MeV).

• Phase II, “salt phase”: The heavy water was doped with 0.2% NaCl

(by mass), which produces a gamma cascade: n +37 Cl →38 Cl + N ×

γ (
∑

Eγ = 8.6 MeV).

• Phase III, “NCD phase”: Thirty-six proportional counters filled with 3He

were installed in the heavy water, providing neutron capture signature:

n +3 He → p + T (764keV), where T is a “triton,” or fully ionized 3H.
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Figure 3.1: Normalized differential cross section as a function of outgoing
electron angle for charged-current and elastic scattering interactions. Angle is
relative to incoming neutrino direction.

More information on this configuration of the detector in the third phase

can be found in [47].

The differential cross-sections for each of these processes give them dif-

ferent, and complementary sensitivities. Elastic scattering is very sensitive to

the incoming direction of the neutrino, as shown in Figure 3.1. It also has

sensitivity to all neutrino flavors, although the cross section is 6 times larger

for electron neutrinos compared to µ and τ neutrinos. Overall, though, the

elastic scattering cross section is the smallest of the three, making it the most

statistically limited neutrino signature in SNO.

The charged current process is sensitive only solar neutrinos of the elec-

tron flavor, as 8B neutrinos are not energetic enough to produce a muon in

the center-of-mass frame of the interaction. The charged current interaction

provides some information about the direction of the incoming neutrino, but

strongly correlates the neutrino energy and the outgoing electron energy. Fig-

ure 3.2 shows the differential cross section dσ/dEe for the charged current and
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Fig. 1.7: Differential cross section of 6.0 MeV neutrinos for CC and ES interactions.
Figure courtesy of J. Klein.

1.6 Summary

In recent years numerous breakthroughs in our understanding of the properties of

neutrinos have been made, but an equal number of unanswered questions remain. For

solar neutrinos, the MSW effect has shown to be a successful description of neutrino

behavior in the Sun. This theory predicts that the survival probability of solar νes

changes as a function the neutrino energy resulting in a distortion of the 8B neutrino

energy spectrum. SNO is in a unique position to search for spectral distortions with

its measurement of the neutrino CC interactions. This interaction is more sensitive

to energy distortions than to the ES interaction probed by H2O Cherenkov detectors.

Greater sensitivity to energy distortions requires a low detector energy threshold. The

remainder of this thesis focuses on achieving that task.

26

Figure 3.2: Normalized differential cross section as a function of outgoing
electron energy for charged-current and elastic scattering interactions. Figure
provided by J. Klein.

elastic scattering processes.

The neutral current interaction is equally sensitive to all flavors of neu-

trino. This serves to normalize the spectrum, and also is directly comparable

to the Standard Solar Model prediction regardless of flavor oscillations.
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3.2 Detector Construction

The SNO detector is situated in the Creighton nickel mine operated by Vale

Inco, Ltd., near Sudbury, Ontario, Canada. Figure 3.3 shows the overall de-

tector design. The inner target volume is approximately 1 kiloton of heavy

water, where 99.917% of the hydrogen is the 2H isotope. To protect the (very

expensive) heavy water from contamination with light water, the inner volume

is encased in a solid acrylic vessel (“AV”), with inner diameter of 12 meters,

and a wall thickness of 5.5 cm. Access to the inner volume is provided through

a long acrylic chimney (called the “neck”) which has an inner diameter of 1.46

meters. The neck and the acrylic vessel are bonded into a single, continuous

container from which heavy water cannot escape, except through circulation

piping which exits the neck and takes heavy water to a purification plant.

Calibration sources are deployed through an airlock at the top of the neck.

The acrylic vessel is suspended in a rock cavity filled with ultrapure

light water. As heavy water is more dense than light water at a given tem-

perature (hence the name), the acrylic vessel has a net negative buoyancy.

Vectran ropes loop through grooved plates bonded to the equator of the vessel

to provide support. Surrounding the acrylic vessel is a stainless steel PMT

support (“PSUP”) structure to which 9547 photomultiplier tubes (PMTs) are

mounted 8.4 meters from the center of the D2O volume. Most PMTs are

inward looking, aimed at the acrylic vessel, but 91 of them are outward look-

ing (“OWL”) PMTs which are used to detect cosmic-ray muons which could

potentially generate backgrounds that leak into the inner region.

Both the acrylic vessel and the PSUP hang from deck at the top of the

cavity, where the data acquisition electronics and calibration source manip-

39



D  O2

Figure 3.3: Diagram of SNO detector. Figure from [43].
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ulator are located. After the completion of construction, the only personnel

access was to the deck area of the detector.

3.3 Photon Detection and Optics

Photons are produced in Cherenkov radiation more toward shorter wave-

lengths. In an optically transparent medium like water, that translates into

blue and soft ultraviolet light. Light created in the D2O volume of the de-

tector must pass through at least 5.5 cm (more if it the path is not exactly

radial) of acrylic to reach the PMTs. Commercial acrylic is typically UV-

absorbing to prevent degradation when exposed to sunlight and fluorescent

lights. Polycast produced for SNO a special batch of UV-transmitting acrylic

which has an attenuation length of 5.5 cm for 320 nm light, and improves at

longer wavelengths.

Once photons exit the acrylic vessel, they travel through the light water

and reach the PMTs and support structure. Photons are detected by the 9456

inward-facing 20 cm (8”) Hamamatsu R1408 PMTs, an example of which is

shown in Figure 3.4. By themselves, these PMTs would provide 31% cov-

erage, but each PMT is also mounted in a 27 cm diameter reflective light

concentrator, boosting the effective coverage to 54% (accounting for reflec-

tivity of concentrators). The concentrators are designed in the shape of a

Winston cone to provide optimal collection efficiency for light generated in-

side the D2O volume[48]. The detection efficiency as a function of angle of

the PMT/Concentrator unit is shown in Figure 3.5. The drop in the angular

response at high angles is called the concentrator cutoff and helps to make the

detector less sensitive to Cherenkov light produced at high radius, outside the
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Figure 3.4: Photomultiplier tube with light concentrator mounted to front.
Figure from [43].

D2O volume of interest.

The R1408 contains 9 dynode stages with a charge amplification of more

than 107. Single-photoelectrons can be easily observed in this PMT. However,

estimating the number of photoelectrons from a charge integral is difficult due

to the very broad charge spectrum of single photoelectrons. Figure 3.6 shows

the charge distribution, which has a long, high energy tail. In the energy

range of interest for 8B neutrinos, most PMTs are likely to only generate one

photoelectron1 at most, so the charge resolution is not a major concern. For

most reconstruction tasks, the time of the PMT hit is the primary observable of

interest, although several background cuts rely on charge to identify abnormal

events. The assumption of 1 hit equal 1 photoelectron also influences the

1As a general rule of thumb, SNO detects 7–8 photoelectrons per MeV of kinetic energy
for an electron in the D2O volume.
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Figure 3.5: Angular response of PMT-Concentrator unit. Angle of incidence
is defined relative to the central axis of the PMT. Figure provided by G. Orebi
Gann.

design of the trigger system, discussed further in Section 3.5.

Stray magnetic fields affect the trajectory of photoelectrons in the PMT,

reducing their overall efficiency depending on the PMT orientation relative

to the field. Since the SNO PMTs are aligned radially on the surface of a

sphere, there is no orientation for the detector to avoid this problem. Instead,

large have been installed into the walls of the SNO cavity, allowing the vertical

component of the Earth’s magnetic field to be canceled out inside the detector.

This increases the overall efficiency of the array from 82% to 97.5% of the zero-

field efficiency.
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Figure 3.6: Single photoelectron charge distribution for the Hamamatsu
R1408 PMT. Figure from [43].
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3.4 Control of Backgrounds

Above all else, unwanted neutrons are the primary background concern for

SNO, as they can easily be confused with neutrons produced in the NC neu-

trino reaction. The first line of defense against unwanted neutrons is SNO’s

actual location. Situated under 6100 mwe of rock shielding, only 65 muons

enter the detector per day. Spallation neutrons and short-lived isotopes pro-

duced by such muons are easily removed by cutting all data for 20 seconds after

the initial muon. The outer light water volume provides additional shielding

from neutrons coming from the rock wall of the cavity.

The remaining backgrounds are intrinsic to the detector, due to ura-

nium, radon (also the uranium chain), and thorium contamination. Strategies

for managing this depend on the type of material in question. Of the solids,

the PMT glass and the acrylic vessel are the biggest concern. In the case of

the PMTs, a special run of glass was manufactured by Schott Glaswerke for

the PMT envelopes which contained less than 40 parts-per-billion uranium

and thorium. Acrylic, being a chemically simple hydrocarbon, is much eas-

ier to make clean, and bulk contamination levels of 1.1 parts-per-trillion were

achieved.

The liquids in the detector are susceptible to continuous contamination

from radon present in the mine air, and uranium/thorium leeching from solids

immersed in the detector. As a result, both the heavy and light water periodi-

cally is circulated out of the detector, filtered, de-ionized, de-gassed to remove

radon, then re-gassed with pure nitrogen before being reintroduced to the de-

tector. In order to improve the radio-purity of the light water region, a nearly

leak-proof plastic barrier was installed on the back side of the PMT support
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structure, dividing the light water into two volumes: 1.7 kilotons between the

acrylic vessel and the PMTs, and 5.7 kilotons between the PMTs and the walls

of the cavity. The water inside the PMT support structure can be made much

cleaner, which helps reduce backgrounds in the region where they can cause

the greatest trouble.

Along with the purification process, the water is also assayed to deter-

mine the amount of uranium and thorium present in the water. Two different

processes are used to do this, called the HTiO[49] and the MnOx[50] assay

techniques. The HTiO process uses HTiO deposited on filtration media to

adsorb 228Th, 224Ra, 226Ra, and 212Pb from the water, which are then later

stripped from the filter with acid, concentrated in a small volume of liquid,

and then observed for radioactive alpha and beta decays. The MnOx tech-

nique uses columns of acrylic beads covered with MnOx (the “x” indicating

variable amounts of oxygen atoms in the molecule) through which the water

flows, depositing radium in the process. The results from both techniques are

compared and combined to produce an estimate of the radioactivity in the

water in terms of 238U and 232Th-equivalent grams per gram of D2O (or H2O).

In the case of 238U, the actual source of radioactivity in the decay chain is

mostly from radon diffusing into the detector rather than uranium dissolved

in the water. Tables 3.1 and 3.2 list the radioactivity measurements of the

D2O and H2O volumes obtains with these techniques.

3.5 Electronics

The SNO data acquisition (DAQ) and triggering electronics are organized into

a hierarchy of crates, interface cards, and individual channels. Each PMT
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Type D2O Phase (g/gD2O) Salt Phase (g/gD2O)
238U 1.01+0.34−0.20× 10−14 Upper limit: 2.0× 10−14

Lower limit: 1.14± 0.46× 10−16

232Th 2.09± 0.21(stat) +0.96
−0.91(syst) × 10−15 1.76± 0.44(stat) +0.70

−0.94(syst) × 10−15

Table 3.1: Concentration of 238U and 232Th in the D2O volume as measured
by radioassays in both the D2O and salt phases. A leak in the assay system
in the salt phase contaminated the samples with small amounts of radon, so
only upper and lower limits on 238U are available. Table from [51].

Type D2O Phase (g/gH2O) Salt Phase (g/gH2O)
238U 29.5± 5.1× 10−14 20.6± 5.0× 10−14

232Th 8.1+2.7
−2.3 × 10−14 5.2± 1.6× 10−14

Table 3.2: Concentration of 238U and 232Th in the H2O volume as measured
by radioassays in both the D2O and salt phases. Table from [51].

is connected to an electronics channel via RG59 coaxial cable which supplies

high voltage and carries the signal pulse back up to the DAQ hardware on the

deck. Cables from all PMTs are approximately the same length to ensure that

pulses from simultaneously hit PMTs arrive at the front-end at the same time.

At the highest level, 9728 (of which only 9547 are used) channels are

bundled into 19 groups of 512 channels each. A group of 512 channels is

handled by a crate. A crate provides high voltage to the PMTs through 16

PMT Interface Cards (PMTICs), each assigned to 32 PMTs. PMT pulses are

separated from the high voltage at the PMTIC through an AC coupling to the

low-voltage front-end electronics in the crate.

The front-end of the crate also contains 16 motherboards, which con-

nect through a backplane to the high-voltage PMTICs. A motherboard has

mounted on it 4 daughterboards, each of which provide channel discrimina-
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tors, integrators and analog charge memory for 8 channels. An incoming PMT

pulse is first received by a custom ASIC which determines when the voltage

crosses a programmed threshold. Once the channel threshold is crossed, sev-

eral tasks are initiated. First, another custom ASIC begins integrating of high

and low gain (with ratio 16:1) copies of the incoming channel pulse. The high

gain signal is also integrated over two intervals, 35 ns and 100 ns. At the same

time, another ASIC starts a linear voltage ramp, called the time-to-amplitude

converter (TAC). Finally, several different signals are sent from the channel

into the trigger system.

Events in SNO a triggered by a fast, asynchronous analog summing net-

work, as shown in Figure 3.7. When a channel discriminator fires, it generates

four different trigger pulses:

• 100 ns square pulse

• 20 ns square pulse

• Hi-gain shaped copy of PMT pulse

• Low-gain shaped copy of PMT pulse

These four pulses are independently summed for 8 channels on each daughter-

board, then pairs of daughterboards are summed on each motherboard, and

finally motherboards are summed at the crate level. Trigger signals from the

inward looking PMTs, and the outward looking PMTs are summed separately.

Summed trigger signals from each crate are passed via coaxial cable to a central

timing rack on the deck.

The timing rack contains two trigger-related boards:
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Fig. 2.2: Overview diagram of the SNO trigger system. Taken from [38]

39

Figure 3.7: Diagram of the SNO trigger system. Figure from [52].
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• Master Trigger Card, Analog (MTC/A): The MTC/A performs the final

sum of trigger signals from all 19 crates and compares with the pro-

grammed trigger threshold. When the trigger threshold is crossed, the

MTC/A sends a digital signal to the MTC/D. There is separate MTC/A

for each kind of trigger.

• Master Trigger Card, Digital (MTC/D): When triggers from the MTC/A

cards arrive, the MTC/D checks if the trigger is enabled, and if so, issues

a global trigger signal to all crates synchronous with the next tick of an

internal 50 MHz clock. The current time of the event as indicated by the

50 MHz clock counter is recorded, as is a 10 MHz clock counter that is

driven via a fiber from GPS unit on surface. Global triggers are recorded

in on-board memory.

The summed pulses are used to construct several different kinds of event

triggers:

• NHIT100: Trigger if 16 or more PMTs are hit in a 100 ns coincidence

window.

• NHIT20: Trigger if 16 or more PMTs are hit in a 20 ns coincidence

window.

• OWLN: NHIT100 trigger for outward-looking PMTs, which are summed

separately to look for cosmic ray muons.

• ESUMHI: Trigger if the analog sum of PMT pulses exceeds a charge

threshold.
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• ESUMLO: Same as ESUMHI, but with lower gain and therefore a wider

dynamic range.

• OWLEHI: ESUMHI trigger for outward looking PMTs.

• OWLELO: ESUMLO trigger for outward looking PMTs.

• Pulsed Global Trigger: An automatic global trigger generated at 5 Hz.

By sampling the detector at regular intervals not coincident with ac-

tual Cherenkov events, we can determine the PMT noise rate, which

fluctuates with time and temperature.

• Software Trigger: A software-initiated trigger to mark the start and stop

of a run with a special event for precise livetime calculation.

• External Trigger/External Asynchronous Trigger: Calibration sources

can force a global trigger. The asynchronous version of the trigger by-

passes the 50 MHz clock, and generates a global trigger immediately.

This is used in PMT timing calibrations to avoid the 20 ns jitter that

the clocked global trigger would produce.

The primary trigger used to select neutrino events is the NHIT100 trigger.

When the global trigger arrives at each crate, the channel integrators

on the daughterboards transfer their three accumulated pulse integrals and

the TAC (all in the form of charges on a capacitor) to a 16-cell deep analog

memory buffer. Charge buffering for each channel is required because the four

analog-to-digital converters (ADC) which measure the charge are located on

the motherboard and shared by all 32 channels. A hit channel can be prepared

for another hit with very little deadtime. As the ADCs read out the hits stored
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in the analog memory, they store the digitized charges into 4 MB of RAM on

the motherboard, along with a header which allows the hit to be matched up

with the global trigger that initiated it. This gives the electronics the ability

to buffer up to a million hits in the event of a nearby supernova.

Read-out of the motherboards is performed by a Motorola 68040 pro-

cessor (called the “eCPU”) installed in a VME crate. The eCPU continuously

polls the crates for hits over a custom bus, accumulating the information in

a local buffer. At the same time it also copies global trigger records from the

MTC/D. The eCPU buffer is read out by a Sun UltraSparc 1/170 workstation,

which does the final reassembly of global trigger records and associated PMT

hits. These rebuilt events are then written to disk for offline analysis.

3.6 Calibration System

Frequent calibration of the SNO detector is critical for the interpretation of

the data. As we will see in Section 3.7, the simulation depends heavily on

detector calibration to produce accurate results. The calibration program can

be divided into two parts: electronics calibration and source calibration.

3.6.1 Electronics Calibration

The calibration of the electronics takes place weekly to minimize the effect

of drift in the response of the charge integrators and ADCs. The front-end

cards contain diagnostic circuitry which can inject artificial pulses into the

channel discriminators. A pedestal run is performed periodically in which the

discriminators are fired with no incoming pulse, and the charge recorded and

digitized. This provides a definition of zero charge on each channel. In a
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second run, called the TAC-slope run, the channel discriminators are fired,

and followed by the issue of a global trigger with various fixed delays. With

the lookup table generated by this procedure, a recorded ADC value from a

TAC can then be converted to a time in nanoseconds for the channel hit.

3.6.2 Source Calibrations

During operation, a variety of radioactive sources can be deployed to track

detector performance and detector properties over time. The two primary

workhorses of the SNO calibration program are

• 16N[53]: Gaseous 16N made with a deuterium-tritium neutron genera-

tor on deck is pumped down an umbilical line to a stainless steel decay

chamber, where it undergoes beta decay to an excited state of 16O, which

promptly relaxes, emitting a 6.13 MeV gamma ray. The initial beta is

observed by a scintillator and small PMT in the source, providing a tag

to separate 16N events from random backgrounds. This source’s primary

purpose is to provide the overall calibration of the detector’s light col-

lection efficiency, and systematic uncertainties in energy reconstruction

as a function of position and time. It is also useful for evaluation of the

fraction of neutrino events removed by background cuts (“cut sacrifice”),

and isotropy of Cherenkov light production.

• Laserball[54]: A dye laser of adjustable wavelength is used to send

monochromatic light down a fiber to a diffuser ball. Like the 16N source,

the laserball system provides an event tag, although the tag is nor-

mally used to trigger the detector directly. The laserball creates a short

isotropic light pulse from a fixed, well-defined location. It is used to
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calibrate the relative PMT efficiencies (whereas the 16N sets the global

efficiency) and PMT timing. By moving the source off-center to sample

different photon paths, attenuation lengths in the optical media and the

PMT angular response can be simultaneously extracted as well.

Two additional sources generate high energy events that are useful for

measuring energy systematics:

• 8Li[55]: The D-T generator in conjunction with a 11B target produces

8Li which is transported very quickly in a helium carrier gas through an

umbilical line to a decay chamber lowered into the detector. The beta

decay of 8Li has an endpoint of 14 MeV, and the chamber walls are thin

enough to allow the beta to escape. Scintillation of the helium carrier

gas from alphas coincident with the beta also provides an event tag.

• pT[56]: Protons collide with 3H to produce 4He and a 19.8 MeV gamma

ray. The source also produces enormous amounts of neutrons as a by-

product, which activate sodium into a problematic radioactive isotope,

24Na. For this reason, the source was not deployed in the salt phase.

Finally, there were a number of neutron and low energy background

sources:

• 252Cf: A spontaneous fission isotope which produces gammas and one or

more neutrons.

• AmBe: Another neutron source in which an alpha emitted by 241Am

interacts with beryllium to eject a free neutron.

• 238U/232Th[57]: These sources are radioactive isotopes encased in acrylic

which produce either uranium or thorium chain decays. Of interest are
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the 3.3 MeV beta decay of 214Bi in the uranium chain, and the 2.6 MeV

gamma decay of 208Tl in the thorium chain. As 238U and 232Th are very

long lived isotopes and therefore have low decay rates, the acrylic sources

are often composed of different, shorter-lived isotopes, which still feed

into either the uranium or thorium chain above the decays of interest.

• Radon Spike[58]: In the salt phase, radon-enriched D2O was deliberately

injected into the detector and mixed to provide a distributed source of

uranium chain decays, in particular the . The radon was then removed

(what was left after several 4 day half-lives) through the normal purifi-

cation process. With no source container to absorb Cherenkov photons,

the spike is free of the “shadowing” problems which make interpreting

other sources more difficult. A second spike was performed in the H2O

region as well.

• 24Na Spike: Very similar to the Rn spike, except a sample of neutron

activated salt dissolved in D2O was introduced into the detector. The

24Na decay provides a 2.6 MeV gamma source.

All sources are deployed using a computer-controlled manipulator sys-

tem which can place the source in a wide range of positions in the detector,

shown in Figure 3.8. The manipulator can be operated in three configurations:

single-axis, x−z and y−z mode. In single-axis mode, the source is suspended

by a single rope, and therefore can only be moved along the z-axis of the de-

tector. In x − z and y − z mode, additional ropes are attached to the source

which can pull it off axis, either in the x − z plane or the y − z plane. The

source cannot be moved to an arbitrary (x, y, z) coordinate off these planes,

though.
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Figure 3.8: SNO calibration source manipulator. Figure from [43].

3.7 Simulation

The SNO detector simulation is nearly as important to the experiment as the

detector itself. It is a critical tool for PDF generation (see Chapter 4.2.5)

and precise energy reconstruction (see Chapter 5). The simulation program,

SNO M onte Carlo and Analysis (SNOMAN), is the product of more than 15

years of development work by the collaboration. SNOMAN is a FORTRAN

application which is used by the experiment both to simulate the response

of the detector to various kinds of events, but also for the first stage of data

processing and reconstruction.

The Monte Carlo component is a full photon-tracking simulation which

starts with seed particles, such as electrons, gammas, neutrons and muons,

and propagates them through the detector. Electron and gamma physics are

calculated using code from EGS4[59] which has been embedded into the sim-
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ulation framework. EGS4 computes energy loss due to ionization, Compton

scattering of electrons by gammas, pair production, and electron multiple scat-

tering. The production of Cherenkov light has been added to the simulation by

seeding photon vertices along each segment of the electron track according to

Equations 3.1 and 3.2. Neutron propagation and capture are calculated with

MCNP[60]. Higher energy particles like muons and electrons above 2 GeV are

simulated with LEPTO[61], and hadrons with FLUKA[62] and GCALOR[63],

all from the CERNLIB software library.

Particle tracking through the detector geometry is handled by custom

SNOMAN code which reads the dimensions, materials and optical properties

of each element of the SNO detector from a database on startup. Calibration

source geometries are also included when simulating runs in which they were

deployed. The particle tracking code is also used when propagating optical

photons through the detector, with reflection and refraction happening at

media boundaries, and Rayleigh scattering and absorption in the bulk.

Once photons cross into the PMT concentrator region, one of two simu-

lations can be used. There is a phenomenological simulation of PMT response

derived from laserball calibrations (called “greydisk”), and there is also a full

3D photon tracking model which traces the photon through all parts of the

PMT/Concentrator unit. In the default configuration, the Monte Carlo uses

the 3D PMT model, but for speed, the energy estimator described in Chapter

5 uses the greydisk model as an approximation.

If the photon produces a photoelectron in the PMT, a full simulation of

the data acquisition hardware integrates the pulse, and simulates the operation

of the trigger system. At the end, a data structure is generated for the event

which is very similar to that produced by the real detector. The Monte Carlo
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event differs only from real data in that the quantization error of the ADCs

and the charge pedestals are not simulated. As a result, the simulation and

the real data are only comparable after the electronics calibration has been

applied to the real data, converting charges back into hit times in nanoseconds.

After this point, processing for data or Monte Carlo is identical. A user-

supplied command file pipelines the events through a series of analysis tasks

which can include position reconstruction, energy estimation, application of

cuts, and finally generation of output files in either HBOOK or ROOT format.

3.7.1 Calibration of Simulation Parameters

SNOMAN is only as accurate as the inputs which are provided. Much of the

detector configuration is set a priori. That is, parameters like dimensions,

materials, and locations of detector elements are input based on design docu-

ments. Benchtop measurements of PMT charge and timing distributions, and

photocathode efficiencies are also included. Other parameters are measured

using the calibration sources and input to the simulation to provide realistic

looking Monte Carlo events.

Run-level Parameters

A run in SNO ranges from 30 minutes to 4 days, with most runs lasting 7

hours. At the start of each run, the detector state is recorded. After the

run ends, additional information is computed and loaded into the SNOMAN

database. These data include

• Start and stop time of the run

• Trigger thresholds and list of enabled triggers
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• Channel discriminator thresholds

• Channel status (online, offline)

• Average PMT noise rate

• Source type and location (if deployed)

All of these values are used by SNOMAN when deciding whether PMTs can

register hits, how many noise hits to add to the event, and whether to enable

a particular source geometry.

Phase-level Parameters

On longer timescales, some parameters are measured only a few times per

phase. These include PMT angular response, and attenuation lengths in D2O,

acrylic, and H2O. The very last parameter to be set is the global collection

efficiency, which is a final “fudge-factor” of sorts. The global collection effi-

ciency scales all of the PMT photon detection efficiencies in order to make the

mean number of hit PMTs observed from the 16N source match the number

generated by the simulation. Any additional discrepancies between data and

Monte Carlo are either corrected outside the simulation (if there is significant

evidence from calibration sources) or taken as systematic uncertainties in the

simulation itself.

3.8 Previous SNO Results

SNO has published several observations of 8B neutrinos, in addition to pa-

pers setting limits on periodicities in the 8B flux[64], hep neutrinos[65], the
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diffuse supernova background[65], nucleon decay[66], and antineutrinos from

the Sun[67]. In this section, we review previous 8B results from the first two

phases of SNO2.

3.8.1 D2O Phase

Three papers were published based on the D2O phase dataset. The first

paper[68] reported the reconstructed electron energy (Teff) spectrum of CC

events above a threshold of 6.75 MeV (kinetic) for 241 live days. The signal

extraction was performed using a maximum likelihood method in the event ob-

servables energy, position, and direction. Combined with Super-Kamiokande’s

ES measurement, SNO could estimate the total flux of neutrinos, of all flavors,

from the Sun, to be 5.44±0.99×106 cm−2s−1. This is in good agreement with

the BS2005 SSM estimate of 5.69± 0.91× 106 cm−2s−1.

The next paper[69] expanded the data set to 306 live days and lowered

the energy threshold to 5 MeV to have sensitivity to neutrons from the NC

reaction, allowing SNO to measure the solar neutrino flux without reference to

Super Kamiokande. Figure 3.9 shows how the measurements of CC, ES and

NC by SNO are all self-consistent, and lead to a slightly more precise deter-

mination of the total solar flux to be 5.09+0.44
−0.43(stat) +0.46

−0.43(syst)× 106 cm−2s−1.

The final D2O phase paper[70] was an analysis of the energy spec-

trum, separating day and night events. Being sensitive to the regeneration

of ν1 as neutrinos passes through the Earth at night allows SNO to set some

additional constraints on neutrino mixing parameters. A νe asymmetry of

2Results from the third phase of SNO are under review as of this writing.
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fluxes. The CC and ES results reported here are consis-
tent with the earlier SNO results [2] for Teff≥6.75 MeV.
The excess of the NC flux over the CC and ES fluxes
implies neutrino flavor transformations.

A simple change of variables resolves the data di-
rectly into electron (φe) and non-electron (φµτ ) compo-
nents [13],

φe = 1.76+0.05
−0.05(stat.)+0.09

−0.09 (syst.)

φµτ = 3.41+0.45
−0.45(stat.)+0.48

−0.45 (syst.)

assuming the standard 8B shape. Combining the sta-
tistical and systematic uncertainties in quadrature, φµτ

is 3.41+0.66
−0.64, which is 5.3σ above zero, providing strong

evidence for flavor transformation consistent with neu-
trino oscillations [8, 9]. Adding the Super-Kamiokande
ES measurement of the 8B flux [10] φSK

ES = 2.32 ±
0.03(stat.)+0.08

−0.07 (syst.) as an additional constraint, we

find φµτ = 3.45+0.65
−0.62, which is 5.5σ above zero. Fig-

ure 3 shows the flux of non-electron flavor active neutri-
nos vs the flux of electron neutrinos deduced from the
SNO data. The three bands represent the one standard
deviation measurements of the CC, ES, and NC rates.
The error ellipses represent the 68%, 95%, and 99% joint
probability contours for φe and φµτ .

Removing the constraint that the solar neutrino energy
spectrum is undistorted, the signal decomposition is re-
peated using only the cos θ" and (R/RAV)3 information.
The total flux of active 8B neutrinos measured with the
NC reaction is

φSNO
NC = 6.42+1.57

−1.57(stat.)+0.55
−0.58 (syst.)

which is in agreement with the shape constrained value
above and with the standard solar model prediction [11]
for 8B, φSSM = 5.05+1.01

−0.81.
In summary, the results presented here are the first di-

rect measurement of the total flux of active 8B neutrinos
arriving from the sun and provide strong evidence for
neutrino flavor transformation. The CC and ES reaction
rates are consistent with the earlier results [2] and with
the NC reaction rate under the hypothesis of flavor trans-
formation. The total flux of 8B neutrinos measured with
the NC reaction is in agreement with the SSM prediction.
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Figure 3.10: Allowed neutrino mixing parameters for SNO-only (left) and
SNO+solar experiments (right) based on the D2O-phase results. Star shows
the best fit location. Figure from [70].

7.0%± 4.9%(stat) +1.3
−1.2%(syst), where asymmetry is defined to be

A = 2
φnight − φday

φnight + φday

. (3.4)

This allowed meaningful SNO-only contours to be made in the ∆m2, θ12

space for the first time. Figure 3.10 shows the SNO-only contours, and the

SNO+other solar experiments. At this stage, SNO alone could not resolve

whether solar neutrino mixing was in the large mixing (LMA), small mix-

ing (SMA), low ∆m2 (LOW), or vacuum oscillation-dominated (VAC) regime.

The best fit point was in the LMA region, and when other experiments were

included, all that remained at the 99.73% confidence level were the LMA and

LOW solutions.
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3.8.2 Salt Phase

When 2 tons of NaCl were added to the D2O in the salt phase, the detector

sensitivity to neutrons improved by a factor of three, dramatically improving

the event statistics in the NC channel. The first salt phase paper[71] reported

the results from 254 live days, whereas the second paper[32] used the complete

data set of 391 live days. The second paper also performed a day-night analysis

as had been done in the D2O phase. Both papers used an electron energy

threshold of 5.5 MeV (kinetic).

The increased livetime and improved neutron statistics dramatically im-

proved SNO’s estimate of the total 8B neutrino flux to 4.94+0.21
−0.21(stat) +0.38

−0.34(syst)×

106 cm−2s−1. Additionally, SNO could now rule out with 95% confidence the

vacuum and SMA regions of the mixing parameter space, as shown in Figure

3.11. The combined SNO+solar and SNO+solar+KamLAND contours both

reduced the parameter space to a single region, the LMA solution, as shown

in Figure 2.11.

The CC spectrum in the salt phase showed (Figure 3.12) no significant

distortion compared to the expected 8B energy spectrum. With an energy

threshold of 5.5 MeV, SNO still cannot see the predicted MSW transition

from matter to vacuum oscillations.

3.9 Summary

The SNO detector has unique sensitivity to all flavors of neutrinos through

the NC reaction, and to the energy spectrum of electron neutrinos through

the CC reaction. Previous analyses have been very successful in solving the
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this part of the calculation now includes energy-dependentν-d
radiative corrections for the CC reaction. Previously the CC

radiative correction was included as an energy-independent

factor.

In [12], salt phase “fluxes” (i.e., CC, NC and ES fluxes in-

ferred from rates) were added to the global χ2 analysis. The

present work has a new oscillation analysis using data from

the 391-day data set of the salt phase which have been ana-

lyzed and extracted as CC spectra and NC and ES integrated

fluxes, separately for day and night. This information is in-

cluded in the global χ2 analysis in lieu of just salt phase fluxes

inferred from rates. This allows CC spectral shape informa-

tion and day-night rate asymmetry information from the salt

phase to be included in the global oscillation analysis. CC-

NC separation is preserved in this analysis since the SNO un-

constrained signal extraction utilized information from event

isotropy β14 and angular correlation cos θ! distributions for

separating the salt NC and ES fluxes from the CC spectra.

SNO’s unconstrained signal extraction produced two

19×19 statistical covariance matrices (one for day and one for

night) for 17 spectral bins of the CC spectrum, starting from

5.5 MeV kinetic energy up to 13.5 MeV, in 0.5 MeV steps,

with one extra bin integrating from 13.5–20.0 MeV, plus the

NC and ES fluxes. These statistical covariance matrices are

required in the calculation of χ2 and are available in Appendix

A. Day and night data are statistically independent from each

other and the results with no constraint on ANC were used.

Systematic uncertainties also have bin-to-bin correlations

and unlike the statistical correlations from SNO’s signal ex-

traction may also include correlations that extend across day

and night spectra. Experimental spectral shape systematic un-

certainties were described in Section X and were included in

this oscillation analysis. The uncertainty in the shape of the
8B neutrino spectrum has also been included in this χ2 analy-

sis. The 8B spectrum used in our model is the one from [38];

however, the more generous uncertainties from [63] were em-

ployed in the systematics calculation in our χ2 analysis.

Day-night systematics, though small, were also included

in the global χ2 analysis. The significant day-night system-

atics are diurnal energy scale, long-term energy scale varia-

tion, diurnal vertex shift, diurnal isotropy variation, long-term

isotropy variation, and internal neutron background asymme-

try. Other day-night systematics discussed in this paper are

smaller in magnitude and were averaged together in theχ2 cal-

culation. Note that some directional systematics have a non-

negligible effect on the day-night asymmetry of ES events;

however, the impact of the day-night asymmetry of ES events

in SNO on the oscillation analysis is not that significant so

combining these systematics is also reasonable. The tech-

nique for including systematic uncertainties and bin-to-bin

correlations in the χ2 analysis is the conventional one, as in

[64]. Thus χ2
SNO−II

from SNO’s 391-day data set is defined as:

χ2
SNO−II =

38
∑

i, j=1

(Ydata
i −Ymodel

i )[σ2
i j(tot)]−1(Ydata

j −Y
model
j ), (19)

where Ydata
i

is the SNO experimental value in one of the 17 CC

spectral bins, or the NC or ES flux, day or night, and Ymodel
i

is

the model predicted value for bin i based on the neutrino os-

cillation hypothesis and the set of parameters being evaluated.

The error matrix for the calculationσ2
i j

(tot), is composed of

statistical and systematic components:

σ2
i j(tot) = σ2

i j(stat) + σ2
i j(syst), (20)

with σ2
i j

(stat) containing the elements from the statistical co-

variance matrices from SNO’s unconstrained signal extraction

and σ2
i j

(syst) containing contributions from systematic uncer-

tainties. The spectral systematics error matrix is formed from

the partial derivatives that relate the rate Ymodel in the ith bin to

the uncertainty in each one of the K spectral systematics S k:

σ2
i j(syst) =

K
∑

k=1

∂Yi
∂S k

∂Yj

∂S k
(∆S k)

2, (21)

where ∆S k is the uncertainty estimated for spectral systematic

S k. Note that all systematic uncertainties have an effect on

the extracted CC spectra, and possibly an energy-dependent

effect; thus, all systematics are spectral systematics. In this

standard χ2 treatment, bin-to-bin correlations are included for

the systematics; however, possible correlations among the var-

ious systematic uncertainties were neglected.
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FIG. 34: SNO-only neutrino oscillation analysis, including pure D2O

phase day and night spectra, and salt extracted CC spectra, NC and

ES fluxes, day and night. The 8B flux was free in the fit; hep solar

neutrinos were fixed at 9.3 × 103 cm−2 s−1. The star is plotted at the

best-fit parameters from the χ2 analysis, listed in Table XXVIII.

Figure 34 shows the allowed regions for neutrino oscillation

parameters when only SNO data (SNO-I and SNO-II) are an-

alyzed. The inclusion of CC spectral data, improved measure-

ment of the NC flux from the larger data set, and the addition

of separate day and night results compared with [12] produce

slightly smaller allowed ranges of parameters. The best-fit

parameters from a SNO-only analysis are: ∆m2 = 5.0 × 10−5

eV2, tan2 θ = 0.45, fB = 5.11×106 cm−2 s−1, which is the total

active 8B solar neutrino flux, a free parameter during χ2 min-

imization. The best-fit χ2 is 68.9 for 69 degrees of freedom in

the SNO-only oscillation analysis.

Figure 3.11: Allowed neutrino mixing parameters for D2O and salt phases of
SNO together. Figure from [32].
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TABLE XVII: Fundamental constants used in the MC and post-fit

correction factors to the neutrino flux in different reaction channels.

The radiative correction functions are discussed in the text.

Constants used

gA 1.2670(30)

GF 1.16639(1) 10−5 GeV−2

L1,A 4.0 fm3

sin2 θW (MS) 0.23113(15)

Correction CC ES NC

CC on O, Na and Cl 1.0081 1.0 1.0

Radiative corrections ωCC ωES ωNC

 (MeV)     effT
6 7 8 9 10 11 12 13 20

E
v
en

ts
/(

0
.5

 M
eV

)

0

100

200

300

400

500

600

700

800

900

Data

Fit result

Neutrons 

CC 

ES 

External neutrons 

FIG. 24: Data Teff spectrum with statistical uncertainties. Included

are MC spectra for neutron, CC, ES, and external neutron distribu-

tions. Note that an undistorted 8B spectral shape has been assumed

and each MC contribution has been normalized to the number of cor-

responding fit events measured by the energy-constrained signal ex-

traction.

The flux measurements are presented in terms of the CC,

NC, and ES signals and as the flux of electron type (φe) and

non-electron type (φµτ) active neutrinos. In general, the ef-

fects of systematic uncertainties are evaluated by re-fitting the

data after perturbing the model PDFs by the 1σ uncertainties

determined from calibration and background measurements.

The differences between the nominal flux fit values and those

obtained with the systematically shifted PDFs are quoted as

68% C.L. uncertainties.

Figure 24 shows the energy spectrum, with statistical uncer-

tainties, of the data that passes all selection cuts. Included in

the figure are MC generated spectra for CC, ES, internal neu-

tron, external neutron components, and their sum. Note that

the MC generated distributions correspond to an undistorted
8B neutrino spectrum and each spectrum has been normalized

to correspond to the total number of fit events for the given

component as extracted by the energy-constrained fit.
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FIG. 25: (a) Extracted CC Teff spectrum. Systematic uncertainties

have been combined in quadrature and include only the effect of PDF

shape change. (b) Extracted CC Teff spectrum with statistical error

bars compared to predictions for an undistorted 8B shape with com-

bined systematic uncertainties, including both shape and acceptance

components. The systematic error bands represent the fraction of the

total uncertainty attributable to the given quantity.

X. SPECTRUM

Figure 25(a) shows the CC energy spectrum extracted from

the energy-unconstrained fit. The PDF shape change compo-

nent (see below) of the systematic uncertainties is added in

quadrature with the statistical error to provide a combined er-

ror for each bin. The analogous ES spectrum is presented in

Fig. 26(a).

Systematic uncertainties on the extracted CC energy spec-

trum are calculated by separately varying the PDFs according

to the estimated 1σ uncertainties on the detector parameters.

Signal extraction is then repeated and the differences between

the nominal fit values and shifted PDF fit values taken as the

spectrum systematic uncertainties.

Systematic uncertainties on the spectrum are divided into

Figure 3.12: Reconstructed electron energy spectrum of CC events with the
undistorted 8B prediction overlaid. Systematic uncertainties are shown as
bands on the prediction, while statistical uncertainties are shown as error bars
on the data. Figure from [32].
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solar neutrino problem first observed by Davis and Bahcall. However, at energy

threshold of 5 and 5.5 MeV, the MSW transition has not yet been observed.

More can be done, though. Careful attention to background reduc-

tion during construction and operation of the experiment, and the low trigger

threshold used during operation means that even more neutrino events are

lurking in the SNO data set. We need only go lower in energy to find them.

The next chapter explains how to achieve this.
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Chapter 4

Designing a Low Threshold 8B

Neutrino Analysis

SNO’s previous results have firmly established that the solution to the solar

neutrino problem is in fact new physics! Neutrinos change flavor between the

production point in the Sun and the detection point on Earth. In concert with

the other solar neutrino experiments and KamLAND, SNO has shown that

the neutrino oscillation model is a good fit for the solar data, with mixing

parameters in the large mixing angle region of phase space.

After such success, one can reasonably ask: Now what? What can be

done in the final years of SNO to best use the data we have collected?

The only place left to go is down; down in energy, that is. Previous SNO

publications have reported results with a reconstructed kinetic energy (Teff)

threshold of 5 MeV in the D2O phase and 5.5 MeV in the salt phase. With

the additional detector knowledge and computing power gained in the time

since those publications, we have the ability now to go much, much lower. In
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CC NC

D2O phase 22% 74%
Salt phase 35% 68%

D2O + Salt phase 30% 69%

Table 4.1: Projected improvement in CC and NC event statistics by lowering
the energy threshold from 5.0 and 5.5 MeV in the D2O and salt phase, re-
spectively, to 3.5 MeV in both phases. The combined D2O+salt improvement
weights the phases by their different livetimes and neutron capture efficiencies.

this chapter, we will discuss the goals and methods required for a low energy

threshold analysis of the SNO data, as well as lay out the organization for the

rest of the dissertation.

4.1 Goals

What does a low energy threshold analysis have to offer? Firstly, lowering the

energy threshold dramatically increases the number of neutrino events in the

data set. Figure 4.1 shows the reconstructed energy spectrum of simulated NC

events with the previous energy threshold marked. More than half of the NC

events were discarded before in order to remove backgrounds also present at

lower energy. If we can deal with the backgrounds, then huge statistical gains

are possible by lowering the energy threshold. Table 4.1 shows the improve-

ment in CC and NC statistics by lowering the D2O and salt thresholds down

to 3.5 MeV1. With this huge increase in statistics, the measure of the integral

8B flux can be improved significantly.

But even beyond a more precise integral flux, a lower energy threshold

opens up a window on the 8B spectrum at lower energies than have been

1Justification of this energy threshold is given in Section 4.2.7.
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Figure 4.1: Reconstructed energy (Teff) energy spectrum of Monte Carlo neu-
tral current events for the D2O phase (top) and the salt phase (bottom). The
energy threshold of previous analyses is marked by the dashed line.
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Figure 4.2: Statistical uncertainty in CC spectrum as a function of νe energy
(not Teff) for 3.5 MeV and 5.5 MeV thresholds. Data from the D2O phase and
salt phase are included for both thresholds.

observed before. The CC energy spectrum provides the most information

about the underlying neutrino energy spectrum, so the analysis needs a method

to obtain the model-independent energy spectrum of CC events. This CC

spectrum can be then used to test the low energy distortion predicted by the

neutrino oscillation model in the transition from matter to vacuum-dominated

oscillation. Non-standard interactions or other new physics can alter the shape

of this transition, so we would like to be as sensitive to the unexpected as

possible. Figure 4.2 shows the reduction in νe energy spectrum uncertainties

possible by lower the energy threshold from 5.5 MeV to 3.5 MeV.

Finally, we want to make a very precise estimation of the solar neutrino

mixing parameters, assuming the standard oscillation model. Contours in the

∆m2
21, tan2 θ12 space are important for combining with other solar experiments
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and also testing CPT-invariance with the KamLAND antineutrino results.

Figure 4.3 shows the change in the statistics-only contours by moving from a

5.5 to 3.5 MeV threshold.

4.2 Method

Achieving the goals laid out in the previous section is no easy task. A broad

spectrum of interlocking technical challenges must be overcome to produce a

high precision result.

4.2.1 Signal Extraction with Backgrounds

All of the difficulty in lowering the energy threshold for the SNO analysis comes

from the presence of irreducible backgrounds. With an energy threshold of 5.5

MeV, there are only 5 significant sources of events:

1. CC electrons

2. ES electrons

3. NC neutrons

4. Photodisintegration neutrons

5. “External” neutrons

The first three event types come from neutrinos, but the last two types come

from intrinsic radioactivity in the detector.

Just as a neutrino with at least 2.2 MeV can split a deuteron into a

proton and a free neutron, so can a gamma ray, through a process called
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Figure 4.3: Statistics-only contours in the LMA region obtained from a two-
phase fit to simulated data sets at 5.5 MeV (top) and 3.5 MeV (bottom).
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“photodisintegration.” Fortunately, only two beta-gamma decays in the 238U

and 232Th chains can produce sufficiently energetic gammas to contribute to

photodisintegration: 214Bi (from the uranium chain) and 208Tl (from the tho-

rium chain). The beta-decay of bismuth has a Q-value of 3.3 MeV, with the

two most common branches having beta endpoint energies of 3.3 MeV and

1.5 MeV. Very rarely, the decay takes a branch to a highly excited state of

of 214Po, which can then emit a nuclear de-excitation gamma with more than

2.2 MeV of energy. The Q-value for the decay is low enough to ensure that no

gamma ray has sufficient energy to disintegrate two neutrons.

The second decay of interest, 208Tl, has a much larger Q-value of 5.0

MeV. Angular momentum conservation forces 208Tl to always decay to an

excited state of 208Pb. The gamma cascade which follows always terminates

with a 2.6 MeV gamma. This gamma is the only one in the cascade which

can photodisintegrate a deuteron. Similar to bismuth, a thallium decay can

at most generate one photodisintegration neutron.

“External” neutrons can also come from photodisintegration from gamma

rays outside the D2O volume, but also from (α, n) reactions at the surface of

the acrylic vessel (AV). Although great care was taken to clean the AV during

construction, 222Rn (uranium chain) in the mine air certainly came in contact

with the acrylic. Alpha decays during this time can implant daughter nuclei

into the acrylic surface, where they will remain after the detector is full. In

particular, 210Pb has a 22.3 year half-life, providing a stable source of 210Po.

When polonium-210 decays to 206Pb, it produces a 5.4 MeV alpha, which can

interact with a carbon nucleus, generating a free neutron.

Internal photodisintegration neutrons cannot be distinguished from neu-

trons produced by solar neutrinos, so the intrinsic radioactivity must be mea-
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sured independently and its neutron production subtracted from the final NC

result. External neutrons, coming from outside the D2O volume, have a dif-

ferent radial profile allowing them to be distinguished and removed during the

fitting procedure.

New “Electron-like” Backgrounds

When the analysis threshold is lowered below 5 MeV, a new source of back-

grounds becomes significant. The 3.3 MeV beta from 214Bi can be observed

directly through Cherenkov light, and the 2.6 MeV gamma from 208Tl can

be seen when it Compton scatters an electron. The actual observation of

Cherenkov light (after absorption, scattering, quantum efficiency, etc) in SNO

is a rare-enough process that there are large random fluctuations in the num-

ber of detected photons. After the energy is reconstructed, this can lead to a

small number of these electron-like background events having apparent kinetic

energies as high as 4.5 MeV. A low energy analysis will need to deal with these

214Bi and 208Tl decays from the heavy water, the acrylic bulk, the light wa-

ter, and the PMTs. Treating all of the “electron-like” backgrounds separately

eliminates the photodisintegration and external neutron categories from be-

fore, since the neutron production is directly correlated with the beta-gamma

production that will now be observed directly. An exception to this is are the

(α, n) neutrons which continue to be a separate background category.

The salt phase has one additional background, 24Na. Natural sodium

is composed entirely of 23Na, but ambient neutrons in the environment can

produce 24Na. Sodium-24 has a beta-gamma decay very similar to 208Tl, but

with a 2.7 MeV gamma at the end in 99.9% of decays. Sodium is activated in

small quantities due to the deployment of radioactive sources in the detector,

74



and also during regular circulation of the heavy water out of the acrylic vessel

and into the underground lab for purification.

4.2.2 Maximum Likelihood Fitting

In terms of data recorded, SNO has a very simple detector. All that is recorded

is the time, charge, and identity (to lookup position) of each hit PMT. The

interaction which produced a particular event cannot be inferred from the light

pattern with any acceptable degree of certainty. However, the distribution of

measurements of from many events does show identifiable patterns depending

on the source of the event. The standard technique, used in previous SNO

analyses as well, is to perform an extended maximum likelihood fit, where the

free parameters are the number of each kind of event in the data sample.

Section 8.2 describes the extended maximum likelihood method in detail.

Maximum likelihood fitting begins with a postulated list of all possible

sources of events. Based on the discussion of backgrounds, we can say that

the sources of signals are:

• Charged-current electrons

• Elastic-scattering electrons

• Neutral current neutrons

• 214Bi in the D2O volume

• 214Bi in the acrylic volume

• 214Bi in the H2O volume

• 208Tl in the D2O volume
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• 208Tl in the acrylic volume

• 208Tl in the H2O volume

• 208Tl in the PMT region2

• 24Na in the D2O volume (salt phase only)

• (α, n) reactions on the surface of the acrylic vessel

4.2.3 Choice of Observables

The most important decision in setting up the maximum likelihood fit is the

choice of observables. Observables are the reconstructed attributes of an event,

which summarize the pattern of observed light in some concise way. Usually

these observables correlate with microphysical quantities of the relativistic

electron which produced the light, such as the energy or direction of the par-

ticle. In principle, though, they can be anything we can derive from the hit

pattern recorded by the detector.

We want the smallest number of observables, as PDF generation (Sec-

tion 4.2.5) becomes more difficult the more observables we use. The collective

experience of the SNO collaboration has identified four observables which are

essential for separating event types in a fit. Table 4.2 summarizes these ob-

servables, which are also discussed in detail in the next sections.

Energy

Energy is obviously required to measure the spectrum of CC-produced elec-

trons, but is also very important for separating electron-like backgrounds from

2See Chapter 6 for an explanation of why we do not include 214Bi in the PMT region.
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Observable Symbol Discriminating Power

Energy Teff Low energy backgrounds vs. neutrinos
Radius R3 Internal vs. external backgrounds, CC vs. NC (weak)
Isotropy β14

214Bi vs. 208Tl, CC vs. NC
Direction cos θ� CC vs. ES, CC vs. 214Bi (weak)

Table 4.2: Four event observables used in signal extraction.

higher energy neutrino events. The reconstructed kinetic energy of an event

is called Teff , and the reconstruction process determines the most probable

energy of a single electron that would have produced the number of hit PMT

we observe. Events that come from beta-decay or neutron capture-induced

gamma rays, which can scatter multiple electrons, will reconstruct with a lower

electron-equivalent energy. Energy estimation is discussed in more detail in

Chapter 5.

Figure 4.4 shows the Teff distributions for neutron captures, 214Bi betas,

and 208Tl gammas.

Radius

Although we reconstruct the (x, y, z) position of every event, the approximate

spherical symmetry of the detector means that in the maximum likelihood fit,

only the radius of the event in PSUP-centered coordinates is relevant. For

convenience when making PDFs and plotting radius, we almost exclusively

use a normalized cubic radius R3, which is (radius/AV radius)3. In these

coordinates, an event at the inner surface of the acrylic vessel will have R3 = 1,

and events from a uniformly distributed source in volume will have a flat

distribution in R3.

Radius is important for separating events inside the heavy water region
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Figure 4.4: Teff distributions for neutron captures, 214Bi betas, and 208Tl gam-
mas in the heavy water for the D2O phase (top), and salt phase (bottom).
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Figure 4.5: R3 distributions for 208Tl decays in various regions of the detector.

from events outside. Figure 4.5 show the radial distributions for different

background regions in the salt phase. Additionally, radius provides a weak

handle on NC events, as the neutron thermalizes and wanders some distance

before capturing. The hydrogen in the acrylic vessel acts as a very efficient

neutron sink, so the radial distribution of a uniform source of neutrons is not

flat. Instead, there is a roll-off at high radius, shown in Figure 4.6. The

sharpness of this roll-off depends on the overall capture efficiency of the heavy

water (plus salt in second phase), with the D2O -phase having an overall slope

to distinguish it from the flat R3 distribution of CC events.

Isotropy

The isotropy of the PMT hit pattern gives us an indication of the type of par-

ticle(s) that made initiated the event. A single electron, from CC, ES, or 214Bi,
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Figure 4.6: R3 distributions for NC events in D2O and salt phase.

will make one Cherenkov cone. Some amount of multiple scattering, especially

for lower energy electrons, smears out the cone, and can even produce a few

back-scattered hits. A single gamma, such as from 208Tl or the capture of a

neutron on deuterium, produces a slightly more isotropic distribution since a

gamma can sometimes scatter more than one electron with energy above the

Cherenkov threshold. In the salt phase, the cascade of multiple gammas when

a neutron captures on 35Cl produces an even more isotropic distribution.

Quantifying isotropy has been done in two ways historically on SNO.

In D2O phase analyses, isotropy was measured using the mean hit PMT pair

angle 〈θij〉 as viewed from the reconstructed event vertex[44]. In the salt phase,

it was found that a better measure of isotropy was a parameter called β14[72].
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The β14 parameter is a linear combination

β14 = β1 + 4β4 (4.1)

with the βl coefficients defined as

βl =
2

N(N − 1)

[
N−1∑
i=1

N∑
j=i+1

Pl(cos θij)

]
, (4.2)

where N is the number of hit PMTs in the event, Pl are the Legendre polyno-

mials, and θij is the angle between hit PMT i and j.

For consistency, we use β14 for both D2O and salt phases in this analysis.

Figure 4.7 shows the separation of backgrounds, and Figure 4.8 shows the

separation of CC from NC using β14.
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Direction relative to Sun

The direction of the axis of the Cherenkov cone is reconstructed at the same

time as the position of the event. This direction is important because it corre-

lates with the position of the Sun for neutrino events. We quantify this with

the observable cos θ� (spoken “cos theta Sun”), which is the dot product of

the reconstructed electron direction vector with the unit vector pointing from

the Sun to the Earth. A forward scattered electron has cos θ� = 1, and a

backward scattered electron has −1.

Elastic scattering of electrons has a strong forward scattering peak,

which can be clearly seen in the data, indicating the source of neutrinos is in

fact the Sun. The charged current electrons also have a non-flat cos θ�, but

is a linear function with a −1/3 slope, indicating a slight tendency for CC

electrons to be emitted toward the Sun, rather than away from it. Figure 4.9

show the CC and ES distributions in cos θ�. All other event sources, including

NC, have a completely flat cos θ� distribution.

4.2.4 Joint Phase Fitting

If we can assume that the neutrino output of the Sun is stable on the several

year timescale, then we can link the neutrino flux measured in the D2O phase

with the salt phase3. By requiring the CC, ES and NC neutrino fluxes (and

CC/ES spectra) to be the same in both phases, we get an additional handle

on the separation of CC from NC. In the D2O phase, the total number of NC

events is relatively small (∼ 900), and the mean energy is lower than in the

salt phase. One could consider the NC in the D2O phase to be a background

3One must correct for the eccentricity of the Earth’s orbit, which the two phases sample
differently.
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Figure 4.9: cos θ� distributions for CC and ES events in the D2O phase. The
salt phase is very similar.

to the low energy CC spectrum measurement, as β14 is a weak discriminator

of CC and NC in that phase. However, in the salt phase, the NC statistics

are 4 times larger, and the isotropic gamma cascade in chlorine means that

NC is much easier to separate from CC using β14. When we link the two

phases together in the fit, the salt phase NC value can feed back into the D2O

phase CC spectrum by constraining the D2O phase NC contribution. The self-

consistency enforced by doing the two fits together results in a better estimate

than performing each phase fit separately and combining the results. In fact,

a joint phase fit is almost more powerful than β14 for separating CC from NC,

as shown in Table 4.3
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Joint D2O-salt fit, use β14 2.9%
Joint D2O-salt fit, no β14 4.9%
Salt-only fit, use β14 3.1%
Salt-only fit, no β14 14.1%

Table 4.3: Statistical uncertainty of NC flux for various maximum likelihood
fit configurations.

4.2.5 PDF generation with Monte Carlo

The maximum likelihood method requires that we provide a PDF for each

type of event we think is in the data set. Based on the list given in Section

4.2.2, we have 23 PDFs to construct, 10 for the D2O phase and 11 for the salt

phase. There are no calibration sources to replicate many of these signals, so

instead we have adopted a three stage PDF generation strategy:

1. Test and tune SNOMAN so that simulation of calibration sources best

matches the data that is observed when the source is deployed.

2. Use SNOMAN to produce a large sample of events for each PDF.

3. Observed differences between calibration source data and simulation be-

come uncertainties for the SNOMAN-generated PDFs.

Essentially, we are using the simulation to “interpolate” between calibration

sources using our knowledge of the microscopic physics. Calibration sources

tell us the uncertainty of SNOMAN, and transitively, the uncertainty on our

final PDFs.
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4.2.6 Improving Energy Resolution and Systematics

The key advancement which made a low energy analysis practical was the de-

velopment of a new energy estimation algorithm by M. Dunford[51]. The new

algorithm included PMT hits from a much larger time window than past algo-

rithms, increasing the photons counted by 12%. As a result, energy resolution

was improved by 6%. Such a small change in resolution has an enormous im-

pact on reducing low energy radioactive backgrounds. The steep exponential

tail of backgrounds that leak to higher energies can be suppressed by up to

60%, allowing the CC neutrino events to be separated much better.

This improved energy estimator, as well other simulation upgrades, now

allow us to clearly observe ±3% systematic difference between the data and

SNOMAN as a function of the z component of the event position. Chapter 5

discusses this z-asymmetry, and shows a method for correcting it, while still

providing an independent measure of systematic uncertainty.

4.2.7 Selecting an Energy Threshold

There still remains the obvious question: how low can we go? The most prob-

lematic background for low energy CC events is 214Bi in the heavy water, as it

is observed most often when it decays to a single energetic electron. Neither

isotropy nor radius can separate the two, as both are sources of uniformly

distributed single electrons. Only cos θ� provides a weak handle, as CC elec-

trons are slightly more likely to point back toward the Sun, while 214Bi are

completely random.

The natural energy cutoff is then the energy at which 214Bi decays

dominate over the expected CC signal. For the purposes of this estimate, we
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Figure 4.10: Expected Teff spectra for 214Bi in the heavy water and CC
electrons.

can assume the CC spectrum is undistorted and suppressed to 0.35 SSM, as

found in previous SNO results. External radiochemical measures of the radon

levels in the water provide an independent estimate of the 214Bi decay rate.

Figure 4.10 shows the reconstructed energy spectrum for these two signals,

normalized by their expected rates. The crossover point at Teff = 4.5 MeV is

where the signal-to-background ratio reaches 1.

However, we can push further into the exponential wall of bismuth.

Ultimately, what matters is not the amount of background events, but our

uncertainty in their number. If we could have perfect knowledge of the number

of background events, then we could subtract them off (or allow the maximum

likelihood fit to do that) the observed spectrum and be left with only CC

events. For this reason, we have chosen to go an entire MeV lower, to an energy

threshold of 3.5 MeV, which allows us to measure of the bismuth contribution
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to better than 7%. Below 4 MeV, the CC uncertainty climbs to over 80%,

but in the window 4–4.5 MeV, we can measure the CC electrons with 18%

statistical uncertainty due to the bismuth constraint. Chapter 8 discusses the

separation of 214Bi and CC in more detail.

4.2.8 Better PMT Modeling

A 3.5 MeV threshold provides an excellent measure of bismuth, but it intro-

duces a new background which previously had been insignificant. The PMTs,

and their support hardware, are the most radioactive part of the detector.

Their placement 3 meters from the fiducial volume of the detector suppresses

much of this radioactivity from leaking into the analysis, but below 4 MeV, the

PMT contribution becomes as large as the bismuth. The model used to build

the PMT PDF becomes very important, as inaccuracies skew the measure of

bismuth and bias the CC spectrum. Chapter 6 discusses the difficulty in con-

structing a PMT PDF in the same way as the other signals, and describes an

alternate analytic form that we use instead.

4.2.9 More Sophisticated Treatment of Systematics

Reducing statistical uncertainties is pointless if the systematic uncertainties

cannot also be reduced. Improvements to the SNOMAN simulation have low-

ered these systematic uncertainties, as have explicit corrections derived from

calibration data. We can go one step further, however, and float the systematic

uncertainties in the fit.

Floating uncertainties is a standard procedure for including uncertain-

ties on PDFs in the maximum likelihood formalism. We add nuisance param-
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eters to the likelihood function, which represent systematic offsets in the PDF

shapes, such as an energy scaling or a convolution with a Gaussian of some

width. The external estimates on these shape uncertainties we derive from

calibration data become constraints on the nuisance parameters. By allow-

ing the parameters to vary during the fit, we also use the neutrino data itself

to further constrain the parameters. This can be a large improvement over

the simpler “shift-and-refit” approach to propagating systematics (see Section

8.2.4), where a shape distortion is applied and the fit is repeated to see how

much the neutrino flux changes. Shift-and-refit systematics ignores the change

in the likelihood at the shifted point, which might in fact be better than the

original fit.

Allowing systematics to float during a fit as large and complex as

that described above is non-trivial. Chapter 7 discusses a PDF construc-

tion method, called kernel estimation, which makes floating systematics more

computationally tractable for large, multidimensional PDFs. In Chapter 8, we

show how kernel estimated PDFs with systematics are incorporated into the

full maximum likelihood formalism.

4.3 Data Processing

Events are processed through an analysis pipeline shown in Figure 4.11. Due

to the detailed, PMT hit-level simulation provided by SNOMAN, both Monte

Carlo events and real events recorded by the detector can be processed through

very similar pipelines. PDF generation is described in 7, and maximum likeli-

hood fitting and ensemble testing in 8. The other portions of the analysis are

described below.
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Figure 4.11: Data analysis flowchart. Dashed lines indicate Monte Carlo
events.
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4.3.1 Instrumental Cuts

Instrumental cuts are used to remove events which are caused by non-Cherenkov

processes like electronics noise and “flashers,” which are PMTs which ran-

domly emit a short burst of light. The cuts used in this analysis are discussed

in more detail in Appendix B of [51], but broadly speaking, they fall into

several categories

• DAQ cuts: Eliminate events which are corrupted due to rare problems

during data readout. These include PMT hits without a global trigger

(“orphans”) and events where a PMT is hit multiple times.

• Rate cuts: Remove bursts of events in a short time interval. This elimi-

nates retriggers from very high energy events, like muons, as well as other

sources of multiple events, like bursts of light which last for microseconds

or longer.

• Charge cuts: Flashers are usually associated with a single PMT or small

set of adjacent PMTs which record a very high charge. Electrical noise,

on the other hand, tends to integrate to zero charge. Cutting on the

pattern of charge deposited in the detector removes both extremes.

• Time cuts: Cherenkov light is very short in duration, so remove events

with a very wide spread in PMT hit times.

• Hit geometry cuts: Remove events with a small group of hits on one side

of the detector, and a large band or ring of light on the other side of

the detector, another characteristic of flashers. Also remove events with

hits in a large number of adjacent electronics channels, a sign of noise

pickup.
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• Light water veto: Remove events which also include hits on outward

looking PMTs, or on special PMTs installed in the neck.

• Muon/Atmospheric ν cuts: Eliminate events which occur less than 20

seconds after a muon, or 250 ms after a likely atmospheric neutrino. This

ensures that spallation products do not appear in the data set.

SNOMAN does not simulate instrumental events, so Monte Carlo data by-

passes the instrument cut stage.

4.3.2 Position Reconstruction

The initial time, position and direction of the Cherenkov cone produced by

the electron in the event is reconstructed using the PMTs hit times. The re-

construction algorithm used in the data processing of this analysis is called

“FTP,” and was developed by M. Neubauer[73]. FTP is a maximum likeli-

hood fitter which optimizes a log-likelihood function with 7 free parameters,

computed from the position and time of all of the hit PMTs:

logL(re,ue, te) =

Nhit∑
i=1

log P (ti|re,ue, te, ri), (4.3)

where re is the event position vector, ue is the event direction vector, te is

the event time, ri is the position vector of hit PMT i, and ti is the hit time

of PMT i. FTP uses both the time of flight, and the angle between the

direction of the event, ue, and the vector from the event vertex to the hit

PMT, ri − re, to construct the PDF P (ti). The angular portion of the PDF

is strongly peaked at the Cherenkov angle, but also includes a broad tail due

to multiple scattering of the electron which Cherenkov light is being emitted.
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FTP achieves a position resolution of 20 cm in the x, y and z dimensions.

4.3.3 Energy Estimation

After position reconstruction is complete, then energy estimation is performed.

Although events can be initially produced by a variety of particles, the energy

estimation algorithm determines the most probable event energy under the

assumption that it is a single electron. This is certainly a valid assumption for

CC and ES electrons, but not for low energy gamma backgrounds or gammas

cascades from neutron capture. Nevertheless, we do not actually need the re-

constructed energy of these events to be the true energy of the interaction. We

only need a consistent distribution that can be included in signal extraction.

The energy estimation algorithm used in this analysis is called “FTK,”

and was developed by M. Dunford[51]. FTK is described in detail in Chapter

5.

4.3.4 High-level Cuts

The term “high-level cuts” is used to describe event cuts which rely on re-

constructed quantities, like event time, position, or energy, to discard events.

High-level cuts are designed to remove radioactive backgrounds which have

reconstructed above our energy threshold of Teff > 3.5 MeV and inside our

fiducial volume of r < 550 cm. Backgrounds which originate outside of the

fiducial volume but reconstruct far from their true location will generally have

very unusual hit patterns. The high level cuts were developed[74] to remove

such events. These include:

• In-Time Ratio (ITR): Cut events where the time residual (hit time, less
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time of flight and event time) distribution shows a large fraction of hits

outside a prompt window of -2.5 to 5.0 ns.

• Charge-weighted θij: A weighted isotropy measure which removes events

with clusters of high charge.

• Cherenkov cone KS tests: Three Kolmogorov-Smirnov (KS) tests are

performed on the time, azimuthal, and 2D polar-azimuthal distribution

of PMT hits to see if they are consistent with the distribution expected

from a Cherenkov cone. This removes misreconstructed events.

• Energy uncertainty: The energy estimator returns a most probable en-

ergy, as well as an uncertainty on that energy. Misreconstructed events

tend to have very large energy uncertainties, and can be removed.

Unlike instrumental cuts, high-level cuts are applied to both Monte Carlo and

real data.

4.4 Blindness

Blind analysis is a well-established technique in physics to control the un-

conscious tendency of an experimentalist to bias data analysis toward prior

expectations[75]. Blindness schemes vary widely between experiments, but

all implementations of blindness hide some aspect of the data until the data

processing methods and data cleaning cuts have been finalized. Once testing

on the blinded data has been completed to the satisfaction of the experimen-

talist, the “box can be opened.” Then the unblinded data is passed through

the same data analysis procedure and the result reported to the physics com-
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munity. Modifications to account for unforeseen problems are still possible at

this stage, but must be reported alongside the original result.

SNO has a strong commitment to blind analysis, having used it suc-

cessfully in the primary 8B analyses from each phase. However, circumstances

make it impossible to be truly blind in this low energy threshold analysis:

• More than half of the neutrino events in this analysis have been published

previously in [69] and [32].

• All of the events with Teff > 4 MeV were analyzed in the dissertation by

M. Dunford[51], whose work forms the starting point for this dissertation.

These results have not yet been included in a publication by the SNO

collaboration.

All of the people involved in the work described herein have read these docu-

ments extensively, and so cannot be considered blind analysts.

However, we believe in the value of the blind analysis methodology,

even when applied in a weaker form. As a result, we have adopted a pseudo-

blind approach to the low energy threshold analysis. We have implemented

statistical blindness, which can be best summarized as:

A randomly selected 2/3 subset of the events within the analysis

window will be hidden from all participants until the analysis pro-

cedure, including cuts and signal extraction code is finalized.

No blindness is applied to calibration data, or to events which fail cuts (after

cuts are finalized), or to events which fall outside the analysis window. Note

that some events which have been previously analyzed are re-blinded by this

procedure.
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4.5 Summary

The SNO data set has quite a bit of information left to exploit. By lowering the

analysis threshold to 3.5 MeV, we can dramatically improve the NC measure-

ment, as well as extend the CC spectrum measurement down to lower energy.

In the remainder of this dissertation, we discuss the technical challenges that

must be overcome to make this measurement.
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Chapter 5

Energy Estimation and

Uncertainties

Energy estimation is one of the most important event reconstruction tasks.

We not only need energy to determine the spectrum of CC electrons, but as a

background rejection parameter. Position reconstruction can cut radioactive

backgrounds from outside the fiducial volume, but there is also uranium chain

(primarily from radon) and thorium chain radioactivity inside the fiducial

volume. Rejecting these internal backgrounds is best done with energy. All

of the background decays generate betas and gammas with energies below

our energy threshold of 3.5 MeV, but the finite detector resolution produces

a tail of events which leak above threshold. For this reason, we will see that

minimizing the variance (i.e. improving the energy resolution) of the energy

estimation algorithm is at least as important as minimizing the bias.

In this chapter we will review the energy estimation algorithm FTK, de-

signed by Monica Dunford[51], and describe a revised set of energy corrections
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and systematic uncertainties for the first two phases of SNO.

5.1 A General Approach to Energy Estima-

tion

Given an accurate simulation of a detector and infinite CPU time, the best

possible reconstruction algorithm would be a maximum likelihood fit which

used the Monte Carlo as the likelihood function. For each possible position

and energy, a high statistics simulation would produce time and charge PDFs

for each PMT, which could then be used to compute the likelihood of the

observed event. All optical effects would be automatically handled in such

a fitter. If the simulation is designed to track time variation in the detector

response (as SNOMAN is), then the reconstruction will continue to be optimal

even as the detector changes.

Of course, such a fitter is, despite Moore’s Law, completely impractical.

Instead, we must replace full simulation with analytic models or lookup ta-

bles informed by the simulation (which is informed by actual measurements in

the real detector). However, we need not abandon the Monte Carlo approach

entirely. FTK is an energy estimation algorithm for SNO which uses compo-

nents of the full optical simulation during the fitting process to find the most

probable electron-equivalent kinetic energy, called Teff , for an event, given its

reconstructed position and a count of the number of hit PMTs.

Photons travel from an event vertex to the PMTs through a variety

of paths. Most photons take a direct path, traveling in a straight line (not

counting refraction) from the point of creation to the PMT which records
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Fig. 3.3: PMT timing distribution for laser data taken at the center of the detector.
The shaded area indicates the prompt timing window used by the energy estimator
algorithm, RSP. Figure taken from [66]

resolution. This estimated improvement in resolution would be especially critical in

reducing the amount of low energy background events that leak into the signal region.

Second, RSP does not take into account detector asymmetries such as the neck and

the location of offline tubes. Third, a timing cut is sensitive to any shifts in the time

residual distribution such as that caused by mis-reconstruction of events. Fourth, the

mapping between NCorr and energy in MeV is not a continuous distribution. This

makes the measurement of energy sensitive to bin size. Fifth, the RSP estimated

energy is a mapping, not a likelihood fit. Without doing a maximum likelihood or

χ2 fit, we can not define figure-of-merit or goodness-of-fit parameters that can test

whether or not a given event is a good fit to the Cherenkov electron hypothesis.

59

Figure 5.1: Time residual (PMT hit time - light propagation time - event time)
for 16N source at the center of the detector. Various sources of early and late
light, including reflections from the PMT concentrators (“PSUP reflections”),
are noted. The shaded region indicates the photons used by RSP, the table-
lookup energy estimator. Figure from [76].

them. However, a small fraction of photons take a longer route, either being

scattered or reflected before detection. Figure 5.1 shows the time distribution

of hit PMTs for a source of light at the center of the detector. Previous

SNO publications have used an energy estimator (called “RSP”) based on a

2D lookup table which only used the number of hits in the prompt peak and

the radius of the event to determine the energy. Hits more than 10 ns from

the prompt peak were discarded as having too much spatial variation to be

predicted by radius alone. As a result, 12% of the PMT hits were not used.
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5.2 FTK: A Ray-Tracing Energy Estimator

FTK was designed to estimate the energy of the event using all of the PMT

hits, not just the prompt hits. To accomplish this goal, the lookup table

approach had to be abandoned in favor of a maximum likelihood method

where the PDF could be generated on-the-fly for the given reconstructed event

position and direction. The free parameter in the likelihood function is the

energy of the event, Teff . There is only one observable, Nhit, the number

of hit PMTs. In principle, one could consider a more sophisticated likelihood

function where the hit/not-hit state and hit time of every PMT in the detector

was treated as a separate observable. This approach turns out to be very slow,

and collapsing all of the hits down to a single number, Nhit, enables a number

of performance improvements which are necessary to make FTK practical to

run on hundreds of millions of events.

As a first step, we can define nexp to be the number of detected photons

(not PMT hits, as SNO treats two photons in one PMT as a single hit) we

expect to see in the event. Breaking this number down, there are five primary

sources of photons in the detector:

• ndir
exp: Expected number of detected direct light photons which travel from

the event to the PMT with only refraction at each media boundary.

• nscat
exp : Expected number of detected photons which Rayleigh scatter once

in the D2O or H2O before detection. Scattering in the acrylic is neglected

in this approximation.

• nav
exp: Expected number of detected photons which reflect off the inner or

outer surface of the acrylic vessel due to the change in index of refraction.
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• npmt
exp : Expected number of detected photons which reflect off the PMTs

or light concentrators.

• nnoise
exp : Expected number of PMT noise hits. These are not photons, but

must be included in the sum.

Using a variety of techniques, FTK computes the probability of a single pho-

ton being detected by any PMT in the detector for each of the optical cases:

ρdir, ρscat, ρav, ρpmt. The direct light probability is found by tracing rays from

the event vertex to each PMT, weighting each track by the attenuation prob-

ability in each medium, transmittance at each boundary, solid angle of each

PMT, and detection probability given the angle of entry into the light concen-

trator. Scattering and reflection probabilities are found using a hybrid of ray

tracing and Monte Carlo simulation of “photon bombs.” Further discussion of

the probability calculation can be found in Appendix C, which describes my

changes to FTK to enable it to be used in the third phase of SNO, after 3He

proportional counters were installed into the center of the detector volume.

If we define Nγ, the number of Cherenkov photons produced in the

event, then the total number of detected photons given these probabilities is

nexp(Nγ) = Nγ × (ρdir + ρscat + ρav + ρpmt) + nnoise
exp . (5.1)

To be able to compare nexp to Nhit, we need to convert from detected photons

to hits. Given the rarity of multiple photons in the same PMT, FTK corrects

only dominant source term, ndir
exp = Nγρdir, to account for the probability of two

photons hitting the same PMT. The correction is rather involved (see Section

5.3.2 of [51]), so we will just call NMPE(Nγρdir) the multi-photon corrected
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number of PMT hits. The total number of hits is therefore

Nexp(Nγ) = NMPE(Nγρdir) + Nγ × (ρscat + ρav + ρpmt) + nnoise
exp . (5.2)

The likelihood of observing Nhit hits when expecting Nexp hits on average is

given by a Poisson distribution,

L(Nγ) =
(Nexp)

N
hite

−Nexp

Nhit!
. (5.3)

To express the likelihood in terms of energy rather than Nγ, we must integrate

over the distribution of Nγ given an energy Teff :

L(Teff) =

∫
(Nexp(Nγ))

N
hite

−Nexp(Nγ)

Nhit!
× P (Nγ |Teff) dNγ, (5.4)

where P (Nγ |Teff) is the probability density of emitting Nγ Cherenkov photons

in an event with energy Teff . The negative log likelihood can then be minimized

using Brent’s Method[77], a very efficient 1D minimization algorithm.

5.3 Energy Corrections

FTK is designed to invert the Monte Carlo simulation: the simulation takes

the true electron energy produced by an event generator and maps it to a

pattern of hit PMTs, whereas FTK goes the other way. Random processes and

integration lose information in both directions, so we expect the inversion not

to be exact. However, we do want the mapping function to be unbiased, giving

the true event energy on average. Due to limitations in FTK there is some

residual bias in the energy scale that must be corrected. These corrections
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come in three categories, designed to achieve different goals:

• Global corrections: Correct for approximations in FTK which cause the

energy scale in both data and Monte Carlo to be wrong.

• Data-only corrections: Correct for detector mismodeling in the simula-

tion by making the energy scale in data look more like the energy scale

in Monte Carlo.

• Monte Carlo-only corrections: Differences between FTK and the Monte

Carlo that do not affect the data. This category of correction is ex-

tremely unusual since the Monte Carlo is tuned to reproduce the data,

and FTK is tuned to reproduce the Monte Carlo. Section 5.3.3 describes

a particular problem that affected the application of FTK to the D2O

phase Monte Carlo.

Data-only and Monte Carlo-only corrections must be applied first, to make the

data energy scale the same as the Monte Carlo, and then the global corrections

are applied to make the common energy scale more accurate.

5.3.1 Global corrections

Global corrections common to both data and Monte Carlo are required when

FTK cannot reproduce the energy scale of the Monte Carlo simulation, despite

using the Monte Carlo functions to compute photon detection probability.

This “lack of commutativity” comes about due to the approximations and

simplifications made by FTK in order to increase its speed.

The only global correction for FTK comes from its calculation of the

probability of multiple photons hitting the same PMT. During fitting, FTK
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only estimates the two-photon probability, ignoring the three-photon proba-

bility as a higher order effect. Above energies of 12 MeV, near the edge of

the 8B spectrum, this first order multi-photon correction becomes noticeably

inadequate. A second order polynomial derived from comparing FTK energy

to true Monte Carlo energy is used to correct this.

D2O Phase

TMC,data
eff,corr = −0.10872 + 1.0277 Teff − 0.0012247 T 2

eff (5.5)

Salt Phase

TMC,data
eff,corr = −0.11492 + 1.0276 Teff − 0.0012282 T 2

eff (5.6)

5.3.2 Data Corrections

Data-only corrections to FTK correct the difference between the reconstructed

energy for an event in the Monte Carlo, and the same kind of event in the data.

Such differences indicate an inaccuracy in the optical model of the detector in

SNOMAN.

D2O Phase

Over time, the photon collection efficiency of the detector changes due to aging

effects. These changes are tracked using the 16N source, and a drift function is

applied to the global collection efficiency in SNOMAN. Both the Monte Carlo

and FTK use this drift function, which ensures simulate events incorporate the

time-dependence, and that FTK properly inverts the response. However, in

the D2O phase, a residual drift was observed in FTK energy that was not seen
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in the RSP energy, as shown in Figure 5.2. It is thought that this was caused

by a gradual degradation in the concentrator reflectivity which changed the

relative quantities of direct light and PMT reflections. As the drift correction

was computed using only the RSP window of ±10 ns around the prompt light

peak, FTK still experienced some drift.

With only one energy fitter affected, it was decided to deal with the

problem by applying data-only correction factor to FTK energy[51]:

C(JD) =

 1.00371 if JD < 9363

1.2308− 2.4254 · 10−5 × JD otherwise
, (5.7)

where JD is the SNO Julian Date1 of the event.

The D2O phase also shows a difference between data and Monte Carlo

energies as a function of position in the detector. Section 5.4 describes this

correction in detail.

Salt Phase

The SNOMAN drift correction in the salt phase accurately tracked the change

in detector response for both RSP and FTK. No additional correction was

required. A spatial correction for the salt phase is described in Section 5.4.

5.3.3 Monte Carlo Corrections

In order to determine the PMT detection efficiency as a function of incom-

ing photon angle, FTK uses the phenomenological model (called “greydisk”)

1SNO Julian Date is a SNO-internal time coordinate for events which is loosely based
on the Julian Date used by astronomers. January 1, 2000 is SNO Julian Day 9132.
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Fig. 6.10: Difference in FTK energy scale between D2O 16N data and MC at the
center before the correction function is applied (top figure) and after apply correction
function (bottom figure).

150

Figure 5.2: Ratio of mean FTK energy for 16N source deployments at the
center of the detector as a function of time. Top plot shows data/MC before
the drift correction, and bottom plot shows after the correction. Figure from
[51].
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of PMT response derived from laserball calibrations. The full Monte Carlo,

however, uses the more accurate “3D PMT model” which tracks photons in-

dividually through the entire concentrator and PMT optical unit. These two

models should be the same on average, however after the processing of the

D2O phase, a difference between the 3D PMT model and the greydisk model

was discovered.

To fix this problem and flatten out the energy scale as a function of

radius, a radial correction factor was proposed for the D2O phase[51]:

C(R3) = 1.01159− 0.0389943(R3) + 0.0250065(R3)2, (5.8)

where R3 is the normalized cubic radius (r/600cm)3, and C(R3) gives the ratio

of FTK estimated Teff over the true Teff in the Monte Carlo. Originally it was

thought that this correction should globally apply to both data and Monte

Carlo. This assumed that the 3D PMT model used by the simulation best

matched the real angular response, and the greydisk model was not correct.

Studies of the energy response as a function of position in the detector (de-

scribed in Section 5.4) later indicated this was not the case. As a result, this

particular correction applies only to Monte Carlo in the D2O phase.

5.4 Spatial Energy Correction

Prior to reprocessing the D2O and salt data sets for the low energy analysis,

a number of enhancements were made to the Monte Carlo to better reflect

spatial variations in the detector. These included channel-dependent efficien-

cies for the PMTs, a retuned 3D PMT model, and an improved PMT timing
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calibration calibration which helped to eliminate fluctuations in the origin of

the coordinate system of reconstructed events over time.

While generally these changes improved agreement between data and

Monte Carlo, they also highlighted discrepancies in energy response as a func-

tion of z. This is is most clearly seen in a radial plot color-coded by hemisphere2

shown in Figure 5.3. The figure shows the difference (which we will also call

a “bias”) between data and Monte Carlo mean energy of each 16N run as a

function of source radius. When separated into top, middle and bottom runs,

there is a clear divergence in the radial dependence of this bias between the

top and the bottom of the detector.

Faced with an energy bias that depends upon z, we have two questions

to answer:

1. Can we, and should we, do anything to correct the bias?

2. How do we incorporate this bias into our systematic uncertainties?

Previous analyses, such as SNO’s salt phase results[32] and Dunford’s

low energy analysis[51], do not have a z-bias correction, and instead incor-

porate all of the discrepancy into energy scale systematic uncertainties. In

particular, the z-bias had an impact on both the “radial distribution” (since

R depends on z) and “detector asymmetry” uncertainties in those works. For

the first low-energy analysis of the data, M. Dunford instead divided the de-

tector into regions and computed a radial uncertainty for each region, but had

no explicit detector asymmetry uncertainty.

For this analysis, I have revisited this approach, and instead use some of

2Keeping the fine tradition of naming problems after the graduate student who discovers
them, this plot is called the “Dunford Plot.”
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Figure 5.3: Difference between data and Monte Carlo N16 mean energy as
a function of radius. 16N runs in the top hemisphere, equator, and bottom
hemisphere have been separated, showing a clear discrepancy in z between
data and Monte Carlo.
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the calibration data to generate an energy correction as a function of position.

I have generated an energy correction to the data to mitigate most of the z-

bias, and then computed a single “position dependence” uncertainty, which will

subsume both the radial distribution and detector asymmetry uncertainties.

The single position uncertainty will describe the uncertainty in the energy of

events due to spatial non-uniformity.

In order to safely use calibration data for both a correction and an

assessment of uncertainty, we need to split the 16N into two groups within

each phase. Although the detector clearly has a z-asymmetry due to design

and gravity, it has high azimuthal symmetry. Calibration sources can only be

deployed on the z-axis, the y-z plane or the x-z plane, so we will split the data

along those groupings into set A and B. Set A consists of multi-axis runs on

the y− z plane and roughly half of the single axis run along the z-axis. Set B

contains the x − z runs, and the remaining single axis runs. Single-axis runs

were split between the two sets using a random number generator. Specifically,

the division criteria were:

|xsource| < 30 cm and |ysource| > 30 cm → set A

|xsource| > 30 cm and |ysource| < 30 cm → set B

|xsource| < 30 cm and |ysource| < 30 cm → set A if rand(0, 1) < 0.5, else set B

The energy correction is constructed with set A, and applied to set B to deter-

mine the residual uncertainty. In this way, the correction is kept independent,

and we also naturally include azimuthal variation in the energy scale in the

final uncertainty. Discussion of the assessment of spatial uncertainty is found

in Section 5.5.
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5.4.1 Selecting Variables

Our best guess is that the z-bias is due to poor modeling of optical effects

which have a z-dependence. In particular, the optics of the neck acrylic at the

top, and obstructions at the bottom, such as debris and NCD anchors (see

Appendix D), are thought to be the biggest contributors. Ideally, we would

would use the available calibration data to tune the appropriate optical pa-

rameters in the Monte Carlo, like attenuation lengths through the neck and

the bottom plates of the acrylic vessel. The difficulty in extracting these pa-

rameters from the available data, as well as the huge overhead in regenerating

all of the Monte Carlo with new optics, makes this impractical. Instead, we

correct this variation after the fact using a data-only correction factor which

depends on some spatial observables.

Dunford introduced a coordinate to parameterize the spatial variation

called zintersect, the z coordinate of the intersection point of the acrylic vessel

with a ray extending from the event position, r, along the event direction, u.

A diagram of this is shown in Figure 5.4.

Expressed mathematically, the distance to the intersection point for an

event inside the acrylic vessel is given by

dintersect =
√

(r · u)− |r2|+ r2
av − ~r · ~u, (5.9)

where r = (x, y, z) is the location of the event, u = (ux, uy, uz) is the normal-

ized direction of the event’s Cherenkov cone, and rav = 600cm is the radius of

the acrylic vessel. The z coordinate of the intersection point is

zintersect = z + uzdintersect. (5.10)
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Figure 5.4: Diagram showing dintersect and zintersect for an event.
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If we think the z-bias is due to the optical effects at the surface of the acrylic

vessel, or approximately so (like the neck), then (dintersect, zintersect) is a very

physically motivated coordinate system in which to work. We expect zintersect

to trace optical obstructions either on the acrylic vessel, or at least projected

onto the vessel, and dintersect will relate to how much solid angle these obstruc-

tions occupy in the event’s field of view.

Breaking the vectors into components, we see that Equations 5.9 and

5.10 ultimately depend on only four independent scalars: z, uz, ρ (the cylin-

drical radius coordinate) and u · r̂ (cosine of the angle between position and

direction vectors). Testing showed that z and uz (the z-component of the

event direction) were equally-effective proxies for zintersect and dintersect, so we

will consider those two variables in our correction function.

A Note About z

PMT timing calibration runs using a triggered laserball were taken periodically

throughout the running of SNO. Among other things, the relative timing of

the PMTs is measured based upon a central run. These timing constants effec-

tively set the origin of the coordinate system used in position reconstruction.

Variations in the laserball position from run to run caused the coordinate

system to move around slightly as a function of time. To fix this problem,

the low energy reprocessing used a modified set of timing constants designed

to make the coordinate system of reconstructed events more uniform. While

eliminating nearly all of the time-related variation, reconstructed events ended

up with a constant, systematic offset of 5 cm only in real data. Monte Carlo

events have no offset. As a result, whenever z from detector-produced event
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is plotted in this section, it is in fact

z′ = zrecon − 5.0 cm. (5.11)

5.4.2 Selecting Calibration Events

The 16N source was deployed in a wide range of locations throughout data-

taking, making it an excellent reference to map out the spatial dependence of

the energy scale. Although runs were taken only at fixed source positions in

the detector, gammas emitted by the source travel varying distances before

Compton scattering an electron. We can therefore examine the detector re-

sponse over a continuous range. 16N events are selected from the data using

several criteria:

1. Source tag, indicating a decay was observed inside the source.

2. Successful position reconstruction with R < 600 cm

3. Successful FTK energy fit with T > 3.5 MeV

4. Keep all events which reconstruct more than 70 cm from the source.

5. Keep events which reconstruct less than 70 cm from the source only if the

event direction is within 45◦ of pointing away from the source, as shown

in Figure 5.5. This prevents the direct Cherenkov cone from intersecting

the calibration source manipulator and stainless steel 16N decay can.

6. All standard high level cuts are applied.

There is a bit of circularity in applying the high level cuts, some of which

depend on energy, to the data set from which we will extract an energy correc-
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Figure 5.5: Diagram of event direction and Cherenkov cone relative to the
source position. Events with θ < 45◦ are kept.

tion. However, this effect is minor since we are only adjusting the energy by a

few percent at most. The high level cuts are necessary to remove poor energy

fits at high radius which would otherwise skew the energy scale comparison

with events that will ultimately be removed from the data set anyway.

Figures 5.6 and 5.7 show the distributions of the remaining calibration

events in the D2O and salt phases, respectively. The source cut is especially

evident in the (uz, z) plots, where it causes a slight tilt to the central band.

Events which reconstruct below the source are more likely to be cut in the
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upward direction, and vice versa

Creating the Map

FTK energies cannot be compared between data and Monte Carlo on an event-

by-event basis, so instead we compare samples of events by binning them based

on their observables. To be more robust against variations in the distribution

tails, we perform an iterative Gaussian fit to the energy distribution in each

bin. The fit is restricted to 1σ around the peak, as the full N16 distribution

is known to be non-Gaussian and would generally require a more detailed

treatment (see Section 5.5). Multiple iterations are used, with the Teff,peak and

σ from the previous fit used to obtain a new fit range for the next iteration.

Figures 5.8 and 5.9 show a sample of these Gaussian fits for 16N data binned

in (z, ρ) and (uz, z), respectively. The peak value of the Gaussian in each bin,

and its fit uncertainty, can then be placed into a standard 2D histogram to

map out the observed energy of the source throughout the detector. In order

to remove bad fits, we exclude cells with fewer than 500 events or have a χ2

fit probability less than 0.01.3

After creating a histogram for both data and Monte Carlo, we can divide

the two histograms, obtaining the ratio of the energy scales in binned form.

Figure 5.10 shows a sample map created using four pairs of variables: (ρ, z),

(uz, z), (~u · r̂, z), and (dintersect, zintersect).

In principle, we could use one of these binned map directly as a correc-

tion, but we would prefer an analytic, continuous function instead. Lacking

a model for the true dependence of the bias on the observables, a reasonable

3The non-Gaussian shape of the N16 requires a narrow 1σ fit range around the peak and
a loose probability cut to eliminate only the worst fits rather than all of them.
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Figure 5.6: 2D projections of reconstructed D2O phase N16 events after cutting
events shadowed by the source. Upper left shows z vs. ρ (cylindrical radius
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rho (cm)

Figure 5.8: Gaussian fits to N16 data for each bin in z (vertical axis) and ρ
(horizontal axis).
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Figure 5.9: Gaussian fits to N16 data for each bin in uz (horizontal axis) and
z (vertical axis).
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Figure 5.10: Ratio of data/MC peak N16 energy as a function of various
combinations of z, ρ, ~u · r̂, uz, dintersect, and zintersect. White boxes indicate
cells in which there was not a good Gaussian fit due to low statistics or unusual
distribution shape. The black line in the upper left panel shows the inner edge
of the acrylic vessel. Large gaps show areas where the source manipulator
cannot reach, and so there are not enough events.121



approximation would be to consider the first few terms in a Taylor expansion.

To account for correlations between the two variables, at minimum, we must

use a 2nd order function. For the case of (uz, z), this looks like:

C(uz, z) = A + Buz + Cz + Duzz + Eu2
z + Fz2. (5.12)

We fit this function to the 2D binned ratio map. The reconstructed energy

for data can then be divided by C(uz, z) to give an energy which will be

closer to what the Monte Carlo would have predicted. The uncertainties in

these parameters are not needed, because we will assess the uncertainty in the

correction by referencing an independent set of calibration data in Section 5.5.

As a final step in the correction, we globally scale energies for data to

match the data and Monte Carlo energies of the central runs. This often makes

the data-Monte Carlo agreement slightly worse in the volume-weighted com-

parison, but the center of the detector is our most optically well-understood

region. If higher radius source runs want to pull the center out of agreement,

then we would rather take that as an additional contribution to our spatial

uncertainty.

5.4.3 D2O Correction

Applying the method described above to the D2O phase is complicated by

drift in the prompt/late light ratio observed as a change in the FTK energy

scale with time. The drift in Figure 5.2 clearly shows two parts, a flat region

before SNO Julian Date 9363, and a decreasing response after this date. The

degradation of the reflectors changes the spatial variation in the energy scale,
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so we extract two different corrections, one for each time interval:

C(uz, z) =



1.00986 + 1.59412 · 10−2 uz + 2.25355 · 10−5 z

−1.622782 · 10−5 uzz

+1.99929 · 10−3 u2
z − 3.03906 · 10−8 z2 if JD < 9363

1.01028 + 2.1852 · 10−2 uz + 2.49459 · 10−5 z

−2.46175 · 10−5 uzz

+1.24998 · 10−3 u2
z − 6.24735 · 10−8 z2 otherwise

(5.13)

The global energy scaling factor to fix the center after this correction is 0.9968.

Section 8.5.1 shows how to apply all of these corrections together.

Figure 5.11 shows a comparison of the Dunford plot before and after the

energy correction is applied. There is still some bias at the highest radii, but

the top, middle and bottom regions of the detector are now in good agreement.

It is important to note that the corrected energy plot includes the radial cor-

rection to the Monte Carlo energy scale that we do not apply to data. Figure

5.12 shows the same plot, but with the radius correction applied to both data

and Monte Carlo, as was done previously, and we see that the radial bias is

much worse.

5.4.4 Salt Correction

Constructing the correction for the salt phase is much more straightforward.

The more accurate optical modeling of drifting detector response permits a
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Figure 5.11: Difference between data and Monte Carlo 16N source energy in
the D2O phase as a function of radius before (left) and after (right) the uz, z
energy correction.
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Figure 5.12: Difference between data and Monte Carlo 16N source energy in
the D2O phase as a function of radius before (left) and after (right) the z, uz

energy correction. The radial correction in Equation 5.8 has been applied to
both data and Monte Carlo in the right plot, leading to an overall radial bias.
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Dunford Plot: Before & After
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Figure 8: Difference in N16 peak energy between data and Monte Carlo in percent. Upper
left shows no energy correction, and the lower left shows the proposed correction.
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Figure 8: Difference in N16 peak energy between data and Monte Carlo in percent. Upper
left shows no energy correction, and the lower left shows the proposed correction.

13

Figure 5.13: Difference between data and Monte Carlo 16N source energy in
the salt phase as a function of radius before (left) and after (right) the uz, z
energy correction.

single spatial correction function to apply to the entire phase:

C(uz, z
′) = 1.00320 + 2.19773 · 10−2 uz + 4.01820 · 10−5 z′

−2.35837 · 10−5 uzz
′ + 1.06100 · 10−3 u2

z,
(5.14)

The global correction factor to fix the center is 0.9979. Section 8.5.1 shows

how to apply all of the salt energy corrections together. Figure 5.13 shows the

Dunford plot before and after the correction.

With the more extensive source sampling in the salt phase, we can also

visualize the effect of the correction in 2-dimensions. Figure 5.14 shows the

uncorrected and corrected data for both set A, used to make the correction
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function, and set B, which was not used to create the correction. The agree-

ment is much improved across the entire detector, except at the neck where

there is still some divergence.

During the salt phase, a set of calibration runs were taken where radon-

spiked D2O was injected into the detector and circulated to create a distributed

source of 214Bi decays. A spike source samples the entire detector (though not

uniformly due to the circulation pattern) without any source manipulator to

absorb light and potentially skew the energy measurement.

The reconstructed energy of this data can be fit using Monte Carlo of

the 214Bi decays, allowing a multiplicative energy scale to float. Figure 5.15

shows the results of this fit4 with and without the salt energy correction. The

energy scale systematic without the correction is (1.8± 0.6)%, while with the

correction, the scale is (0.0± 0.6)%.

5.5 Spatial Energy Systematics

Having split the 16N runs into two independent groups, we can use the sec-

ond group to evaluate the systematic uncertainty remaining after the correc-

tion. Instead of using the iterative Gaussian approach to find the energy scale

difference between data and Monte Carlo, we instead use the most probable

energy method developed by Dunford[51] to more accurately deal with the

non-Gaussian shape of the 16N energy distribution.

4This fit is performed using the kernel density estimators and floating systematics tech-
niques described in Chapter 7.
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Figure 5.14: Difference in N16 peak energy between data and Monte Carlo
in percent, mapped in 2D. Each circle is an N16 run, where the size of the
circle indicates the absolute magnitude of the data−Monte Carlo bias. The
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magnitude (in percent) according to the color scale. Good agreement between
data and Monte Carlo is therefore indicated by small green circles. The top
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Verification: Rn Spike
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Figure 5.15: Fit of Monte Carlo energy distribution to 9000 events from a
radon spike performed in the salt phase. The energy scale, number of 214Bi
decays, and number of “background” events were allowed to float in the fit
without constraint. The background event PDF comes from unused normal
runs prior to the injection of the radon.
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5.5.1 Most Probable Electron Energy Method

Although 16N produces a mono-energetic gamma ray, to an energy reconstruc-

tion algorithm, it is a variable energy source. A gamma ray can Compton

scatter multiple electrons, and each electron must be above the Cherenkov

energy threshold to produce light. The visible light from a single gamma ray

therefore takes a distribution of possible values, with gammas that scatter

multiple electrons appearing to have lower energy than those which deposit

most of their energy into a single electron. SNOMAN can generate a predic-

tion of this effective electron energy distribution by outputting the number

of Cherenkov photons produced in each simulated 16N event. The Cherenkov

photon number distribution is then mapped to the most-probable FTK energy

distribution using the same function that FTK uses in its likelihood calcula-

tion. This gives the distribution shown in Figure 5.16, which is the energy

distribution of the 16N source before the detector optical response adds further

smearing.

The observed energy distribution is the convolution of the most probable

energy distribution Pprob(E) with a detector resolution function, which we can

describe as Gaussian with an energy dependent width

σ = p1 + p2

√
E, (5.15)

and an energy offset p3. The convolution integral is:

P (Teff) = N

∫
Pprob(Teff)e(

Teff−E−pe
2σ2 )dE. (5.16)

By fitting P (Teff) to the observed energy distribution of 16N in data and Monte
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Figure 5.16: Most-probable FTK energy distribution for 16N before detector
resolution effects. Data provided by M. Dunford.

Carlo for each run, we can obtain p1, p2, and p3, and compare them run by run.

This gives the spatial variation of both the energy scale and the resolution. The

fractional systematic uncertainty due to spatial variation is then the volume-

weighted average of

δ =
p3,data − p3,MC

p3,MC

(5.17)

over all runs in set B.

Based on the asterisk-pattern in which calibration runs are taken, we

binned the the detector in 2D radial-polar bins shown in Figure 5.17 and

Figure 5.19. Reduced 16N sampling in the D2O phase necessitates fewer bins.

In bin i, the average δi and RMS spread σi is computed. We use the RMS as

a conservative estimate of the uncertainty since the number of runs in a bin

can be as small as 4, where the standard deviation of the mean would be a

suspect measure of variation.
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To account for differences in the volume of each bin along with the

varying uncertainties for the energy scale in each bin, the average of all bins

is found with a weighted χ2 minimization:

χ2 =
n∑

i=0

wi
(δi − δ̄)2

σ2
i

. (5.18)

Comparing this to the standard unweighted χ2 fit, where wi = 1, we see that

the constraint on wi is
n∑

i=0

wi = n. (5.19)

To weight the fit by volume, we use

wi =
nvi

V
, (5.20)

where n is the number of bins, vi is the volume of bin i and V is the total

volume in all bins. This is equivalent to rescaling the bin errors so that

σ′i =
σi√

nvi/V
(5.21)

where σ′i is the new uncertainty on the ith bin, and σi is the original uncertainty.

5.5.2 D2O Phase

Figure 5.18 shows δi and σi for the D2O phase unrolled into a 1D profile

histogram, where the width of each bin is proportional to the volume of that

bin, and the bin color is the same as the region colors used in Figure 5.17.
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No runs in

this bin

Figure 5.17: Exploded view of binning used for volume weighting in the D2O
phase. Due to limitations of the calibration manipulator system, no source
run can be take in the outermost diagonal bin.
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Figure 5.18: D2O phase mean and RMS energy data-MC scale difference in
each of the 3D bins shown in Figure 5.17. The volume-weighted chi-square
best-fit line is shown. Note that error bars on points do not reflect the volume-
weighting factor.
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5.5.3 Salt Phase

Figure 5.20 shows δi and σi for the D2O phase unrolled into a 1D profile

histogram, where the width of each bin is proportional to the volume of that

bin, and the bin color is the same as the region colors used in Figure 5.19.

5.6 Summary of Energy Scale Systematics

Spatial variation is of course not the only source of energy scale uncertainties

in the detector. There is also uncertainty from:

• PMT status: The energy estimators must know how many PMTs are

actively functioning in order to scale the detector collection efficiency

appropriately.

• Electronics threshold/gain: The channel thresholds and PMT gains de-

termine the probability that a photoelectron is actually detected at the

front end DAQ. This impacts the expected Nhit for a given energy.

• Rate effects: 16N source data is usually taken at a high event rate to

minimize calibration time relative to normal neutrino data taking. The

response of the detector is slightly different depending on the event rate.

• Time stability: We assume (after drift corrections) that the energy scale

in the detector is constant over time. This systematic measures our

confidence in that.

• 16N source modeling: The precise energy response of the source depends

upon how well we model the construction of the decay chamber and

attached hardware, as well as the physics of the 16N decay.
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No runs in

this bin

Figure 5.19: Exploded view of binning used for volume weighting in the salt
phase. Due to limitations of the calibration manipulator system, no source
run can be take in the outermost diagonal bin.
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Figure 5.20: Salt phase mean and RMS energy data-MC scale difference in
each of the 3D bins shown in Figure 5.19. The volume-weighted chi-square
best-fit line is shown. Note that error bars on points do not reflect the volume-
weighting factor.
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Uncertainty D2O Phase (%) Salt Phase (%) Correlation Reference

Detector PMT status 0.01 0.01 Uncorrelated [51]
Electronics Threshold 0.20 0.20 Uncorrelated [51]
Electronics Gain 0.40 0.40 Uncorrelated [51]
Rate Effects −0.69± 0.17 −0.29± 0.09 Correlated [51]
16N Source Modeling 0.4 0.4 Correlated [78]
Spatial Variation 0.2 0.3 Uncorrelated

Table 5.1: Summary of energy scale uncertainties. The correlation column
indicates whether the source of the uncertainty is correlated or uncorrelated
between phases.

Table 5.1 shows the values of these other uncertainties, along with the spatial

uncertainty described in this chapter. We have taken the total spatial uncer-

tainty to be sum in quadrature of the offset in scale, a measure of azimuthal

asymmetry from x-z and y-z plane differences, and the the uncertainty in the

offset, a measure of our statistical uncertainty in the energy scale due to finite

sampling.

5.7 Energy Resolution

Using p1 and p2 from Equation 5.15, we can also compute the energy resolution

as a function of energy. The resolution quantity we are interested in, though,

is not the detector resolution, but the monoenergetic electron resolution. The

electron resolution also includes variation in the number of Cherenkov photons

produced by an electron of a particular energy, which is the analog of Figure

5.16 for a monoenergetic electron source. Figure 5.21 shows the most probable

energy distribution for two electron energies.

For a given energy, we can find the electron resolution by convolving the
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Figure 5.21: Most probable FTK energy distribution for monoenergetic elec-
trons with kinetic energy 4 MeV (top) and 12 MeV (bottom).
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most probable FTK energy distribution with the energy-dependent detector

resolution Gaussian extracted from a particular 16N calibration source run.

Then we can combine and volume-weight these electron resolutions from all of

the source runs in precisely the same way that we did for energy scale and get

a detector-wide volume-weighted energy resolution. Figure 5.22 shows these

distributions for the D2O and salt phases.

Ultimately, what we care about is our uncertainty as to how closely the

Monte Carlo matches the resolution of the data. Let

σ2
extra = σ2

data − σ2
MC (5.22)

be our measure of the resolution difference between data and Monte Carlo.

Then we can construct a fully volume-weighted average of σ2
extra over all of the

runs. Figure 5.23 shows the volume-weighted σ2
extra as a function of energy for

the D2O and salt phases. Section 6.4 compares the detector resolution system-

atic computed this way with the other low-energy calibration sources. There

we find that multiple sources show a systematic positive σ2
extra, indicating a

slightly worse detector response in data than in Monte Carlo.

5.8 Summary

The FTK energy estimator is a critical component of the low-energy analysis.

Previously, significant spatial variation in the FTK energy scale throughout

the detector made the energy scale uncertainty both large and difficult work

with. The new correction method described in this chapter solves the problem

while still providing a way to independently assess energy scale uncertainty
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Figure 5.22: Monoenergetic electron resolution as a function of electron energy
for D2O phase (top) and salt phase (bottom). Note that values outside the
3.5–6.5 MeV range are extrapolations of the resolution function obtained from
16N.
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using 16N calibration data. The 2D radial-polar binning of runs to measure the

uncertainty allows the uncertainties to be volume-weighted in a more accurate

manner than previously.
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Chapter 6

Background Verification

Given the variety of backgrounds to consider in the low energy signal extrac-

tion, we are forced to rely on the SNOMAN Monte Carlo to a greater extent

than previously. Testing the simulation at lower energy is important to verify

that our systematic uncertainties cover both the signals and the backgrounds.

In this chapter, we look at two radon spikes performed during the salt phase

as distributed sources of low energy events. We also discuss various options to

model the PMT events, and the relative benefits of each.

6.1 Internal 214Bi

During the salt phase, 81 ± 4 Bq of 222Rn[32] was mixed with D2O and de-

liberately injected into the D2O volume as a low energy calibration source.

Found in the 238U chain, 222Rn has a 3.8 day half-life. After mixing, the 222Rn

becomes a distributed source of 214Bi decays in the detector. Figure 6.1 shows

the distribution of events above 3.5 MeV and inside the fiducial radius of 550

cm.
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Figure 6.1: Distribution of events in the internal radon spike.
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Energy resolution (σextra) 0.08± 0.03 MeV
β14 Electron Scale −0.6± 0.4%
β14 Neutron Scale −0.2± 4.2%

Table 6.1: Systematic parameters from internal radon spike fit.

To test the Monte Carlo, we can perform a maximum likelihood fit us-

ing two signals: 214Bi and “quiet data.” Quiet data is a sample of normal

neutrino and background events from standard run conditions which are also

present in the spike data. The 214Bi PDF comes from Monte Carlo of 214Bi

decays distributed uniformly in the detector. The spike data, after the energy

correction described in the previous chapter, is then fit with this two PDF

model, using the observables Teff and β14. In addition, the energy resolution

of the 214Bi PDF is floated in the form of a Gaussian convolution, where σextra

is a free parameter in the fit. The mean β14 for the electron and photodisin-

tegration neutron pieces of the PDF are also allowed to vary in the fit in the

form of a multiplicative scaling. Figure 6.2 shows the 1D projections of the

best fit. The best fit energy resolution and β14 scaling parameters are listed

in Table 6.1.

6.2 External 214Bi

A second spike was performed during the salt phase by injecting 222Rn into

the light water region between the acrylic vessel and the PMT support struc-

ture. Figure 6.3 shows the event distribution above 3.5 MeV and also inside

the fiducial radius of 550 cm. It is important to note that nearly all of these

events are by definition misreconstructed, since the radon is outside 605 cm.
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Figure 6.2: One-dimensional projections of Monte Carlo PDFs fit to internal
radon spike data. Values of systematic parameters shown in Table 6.1.
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Figure 6.3: Distribution of events in the external radon spike.

Unlike the internal radon spike, the external spike was not as well mixed, as

evidenced by the strong up/down asymmetry in the event distribution. How-

ever, the spatial energy correction helps to ensure the energy scale throughout

the detector is uniform enough to compare these events to the Monte Carlo.

The fit for the external 214Bi is identical in structure to the internal

214Bi fit. The PDF is made from uniformly distributed 214Bi decays in the H2O

region, and the data is fit in two dimensions, Teff and β14. A floating energy

resolution, β14 scale for electrons and neutrons are also included. Figure 6.4

show the results of this fit, and Table 6.2 shows the resulting parameters.
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Figure 6.4: One-dimensional projections of Monte Carlo PDFs fit to external
radon spike data. Values of systematic parameters shown in Table 6.2.
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Energy resolution (σextra) 0.26± 0.04 MeV
β14 Electron Scale 1.8± 2.0%
β14 Neutron Scale 9.5± 10.6%

Table 6.2: Systematic parameters from external radon spike fit.

6.3 PMTs

The PMTs are a challenging source of background events to model and mea-

sure. Radioactive decays come from the uranium and thorium in the PMT

glass itself, as well as the resistor chain on the back of the tube and the steel

support structure holding the PMTs. SNO was constructed in order to min-

imize the impact of PMT events on the analysis as much as possible. As

mentioned in Section 3.3, the forward-viewing PMT concentrators provide a

natural cut in the acceptance of high radius events. In addition, the distance

between the PMTs and the edge of the fiducial volume is 3 meters, which is

many times the Compton scattering length for multi-MeV gamma rays and

many times the resolution of event position reconstruction. Thus, an energy

and radius cut are the two most effective ways to eliminate PMT events.

Nevertheless, the decay rate of uranium and thorium in the PMT glass

is high enough that a tail of events still can leak into an energy window from 3.5

to 4.0 MeV (reconstructed electron equivalent). In that energy window, inside

a radius of 550 cm, there are more PMT events than any single other event

type. Few of these events leak above 4 MeV, the energy at which we can start

to make a useful measurement of CC events. However, the huge number of

PMT events below 4 MeV complicates the estimation of internal 214Bi decays,

as discussed in Chapter 4. An accurate, unbiased measure of internal 214Bi is

important for the 4 MeV CC measurement, which leads to our interest in the
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properties of PMT events. This chapter discusses our understanding of PMT

backgrounds, and compares various models of PMT events, ultimately settling

on an analytic model as being the best compromise.

6.3.1 Origin of PMT Events

In order to model PMT events we need to know where they come from. The

most likely candidates are 214Bi (uranium chain) and 208Tl (thorium chain)

decays in the PMT glass and support structure. The decay of 214Bi deposits

much of its energy through a beta emission with a 3.3 MeV endpoint, whereas

the dominant component of a 208Tl decay is the 2.6 MeV gamma ray.

A sensitive discriminator between these two cases is the isotropy of

the light pattern observed in the detector. While generally we use β14 as our

standard isotropy measure, previous SNO analyses have also used a parameter

called θij, which is the average pairwise angle between hit PMTs, as viewed

from the reconstructed event vertex. If we look outside the fiducial volume of

the neutrino analysis, the number of PMT events grows rapidly, and we can

get a very pure sample of them. B. Heintzelman[79] investigated the mean

θij of various background models compared to data, as a function of other

observables. Figures 6.5, 6.6, 6.7 shows the θij as a function of NHITS, R3,

and Û ·R̂. The last variable is the cosine of the angle between the position and

direction vectors of the event, and is an excellent discriminator of PMT events.

PMT events peak very strongly at negative Û ·R̂, which corresponds to inward

traveling events. In all three figures, we see that the Monte Carlo simulation

of 208Tl decays in the PMTs best matches the data. As we construct our PDF

of PMT events, we will then assume the PMT radioactivity is purely the result
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Figure 6.5: Mean θij for data and various models of PMT radioactivity as a
function of NHITS. The “Hot Th” source is described in Section 6.3.4. Figure
courtesy of B. Heintzelman[79].

of thorium-chain decays in the PMT glass.

6.3.2 Monte Carlo Model

Based on the results from the last section, our most accurate model of PMT

events comes from the SNOMAN Monte Carlo. The simulation seeds events

randomly in the glass regions of the detector, which correspond to the PMT

envelopes. Each decay contains the emission of a 2.6 MeV gamma ray as well

as several smaller betas which generally fall below the Cherenkov threshold.

Figures 6.8 shows the D2O and salt phase distributions of Teff , β14, and R3 for
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Figure 6.6: Mean θij for data and various models of PMT radioactivity as a
function of R3. The “Hot Th” source is described in Section 6.3.4. Figure
courtesy of B. Heintzelman[79].
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Figure 6.7: Mean θij for data and various models of PMT radioactivity as a

function of Û · R̂. The “Hot Th” source is described in Section 6.3.4. Figure
courtesy of B. Heintzelman[79].
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these events.

The main obstacle to using this model to construct a kernel estimated

PDF (Chapter 7) is the incredibly low acceptance of PMT events. Very, very

few decays actually produces an event which reconstructs inside the fiducial

volume and above 3.5 MeV. Using all of the computing power available to the

SNO collaboration, we were able to generate the equivalent of 700 Bq of 208Tl

decays over the entire livetime of SNO in the first two phases. Independent

measures of the PMT radioactivity indicate that the activity of the PMTs in

the real detector is in the range of 2 to 7 kBq[80], vastly larger than our Monte

Carlo sample. In terms of events, 700 Bq amounts to 292 events in the D2O

phase and 1374 events in the salt phase. This is barely adequate for a salt

phase PDF, and really not enough for a D2O phase PDF.

6.3.3 Data/Monte Carlo Comparisons

In order to check the quality of the Monte Carlo simulation of PMT events, we

need a sample of real data from the detector which is an almost pure sample of

PMT events. Going outside the fiducial volume gives a large sample of PMT

events, but the accuracy of those events do not necessarily reflect the accuracy

inside the fiducial volume.

Fortunately, we have a source of PMT events inside the fiducial volume

as well. A cut called the “QPDT cut”[74] is designed specifically to remove

events which originate in the PMT glass by looking for a high charge hit early

in the event. The expectation is that this early, high charge hit is in the PMT

where the decay occurred, or perhaps the PMT where the decay gamma first

Compton scattered an electron.
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By looking at both Monte Carlo and data which fail this cut, but pass

all other cuts, PMT events can be preferentially selected from the event list.

These events do not appear in the normal neutrino analysis, so this is an

outside-the-box study. Orebi Gann[81] compared Monte Carlo and data which

failed this QPDT cut, shown in Figure 6.9, finding relatively good agreement.

The difference between data and Monte Carlo were characterized by the sys-

tematics:

• Energy convolution of 0.216 MeV

• β14 scale uncertainty of 5%

• R3 scale uncertainty of 4.5%

These systematics are included in the PDF uncertainty during the final signal

extraction.

6.3.4 Calibration Source Model

Scarcity of CPU time originally drove us to consider using data from a cali-

bration source for the PDF, as was done previously[51].

In the D2O phase, a 20 µCi thorium1 source was deployed through a

guide tube at the radius of the PMT support structure, and in the salt phase,

a 25 µCi source was used[82]. Both sources were encased in a stainless steel

can, which absorbs all the betas in the decay chain. The branching fraction

to the 208Tl decay in the chain is 36%, so these sources provided a 266 kHz

1This “thorium” source is in fact a 232U source. However, the decay chain of 232U
eventually merges with the 232Th chain before 208Tl, the background we are interested in,
is produced. To avoid confusion with the 238U chain we call this 232U source a “thorium”
source.
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206 CHAPTER 14. VERIFICATION OF BACKGROUND PDFS

the behaviour of the cut on data and Monte Carlo events in the H2O region is taken as
evidence that this is reproducing an effect in the data. In all comparisons performed, the
Monte Carlo simulation has reproduced the data very closely and therefore a comparison of
QPDT-selected data events in the D2O region to similarly selected PMT Monte Carlo events
is thought to be a reliable verification of the PMT PDF. The results of such a comparison
are shown in figure 14.15 below.
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Figure 14.15: Comparison of (a) energy, (b) β14 and (c) radial distributions for QPDT-
selected events in the data set and in the Monte Carlo simulation.

Within the limited statistics available, the distributions appear to agree. However, when
fitting functional forms to each observable (a Gaussian to β14 and an exponential to the
energy and radial distributions) some discrepancy was observed between data and Monte
Carlo events for the energy and radial distributions. Additional systematic uncertainties
were therefore formulated to account for these differences. The effects that were found to be
required to bring the distributions into agreement were:

• An energy smearing with a Gaussian of width 0.216

• A radial scaling of 4.5%

The results of applying each of these effects to the Monte Carlo distributions are shown
in figure 14.16. The fit results for the data, the original Monte Carlo events and the sys-
tematically shifted events are given in table 14.14. The application of the systematic shifts
has brought the distributions into very good agreement. These two effects were therefore
propagated as additional systematic uncertainties on the PMT PDF in the signal extraction.
Although the β14 distributions agreed, the statistics of the comparison were low. A further
systematic uncertainty was therefore included to account for the statistical uncertainty in
the β14 fit, given by the fractional uncertainty in the mean of the Gaussian fit to the Monte
Carlo distribution (± 5%).

14.6.3 Proposed PMT PDF

Given the results of the previous two subsections, we understand why the superhot source
is a poor choice for a PMT PDF, and we also have more confidence in the Monte Carlo
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fitting functional forms to each observable (a Gaussian to β14 and an exponential to the
energy and radial distributions) some discrepancy was observed between data and Monte
Carlo events for the energy and radial distributions. Additional systematic uncertainties
were therefore formulated to account for these differences. The effects that were found to be
required to bring the distributions into agreement were:

• An energy smearing with a Gaussian of width 0.216

• A radial scaling of 4.5%

The results of applying each of these effects to the Monte Carlo distributions are shown
in figure 14.16. The fit results for the data, the original Monte Carlo events and the sys-
tematically shifted events are given in table 14.14. The application of the systematic shifts
has brought the distributions into very good agreement. These two effects were therefore
propagated as additional systematic uncertainties on the PMT PDF in the signal extraction.
Although the β14 distributions agreed, the statistics of the comparison were low. A further
systematic uncertainty was therefore included to account for the statistical uncertainty in
the β14 fit, given by the fractional uncertainty in the mean of the Gaussian fit to the Monte
Carlo distribution (± 5%).

14.6.3 Proposed PMT PDF

Given the results of the previous two subsections, we understand why the superhot source
is a poor choice for a PMT PDF, and we also have more confidence in the Monte Carlo

Figure 6.9: Comparison of QPDT-failing events from the salt phase data set,
and from Monte Carlo of 208Tl decays in the PMT glass. Top plot shows
reconstructed event energy (Teff), middle plot shows isotropy (β14), and bottom
plot shows normalized R3. Figures courtesy of G. Orebi Gann[81].
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208Tl decay rate 333 kHz
Rate of two gammas within 400 ns 44.4 kHz
Rate of single gamma not followed by second in 400 ns 244 kHz
Acceptance of single gamma 5.37 · 10−8

Acceptance of double gamma 6.43 · 10−7

Rate of single gamma events passing all cuts 0.0131 Hz
Rate of double gamma events passing all cuts 0.0285 Hz

Relative fraction of single events 32%

Table 6.3: Pileup rates and acceptance for the 25 µCi thorium source deploy-
ment in the salt phase. Acceptance is defined to be number of events passing
all cuts per decay.

and 333 kHz source of predominately 2.6 MeV gammas. The high decay rate

in these sources was intended to compensate for the very low acceptance of

low energy PMT-like events inside the fiducial volume. The deployments of

these sources yielded 4,000 events in the D2O phase and 10,000 events in the

salt phase within our energy and fiducial volume window, after the standard

high-level cuts (Section 4.3.4) except the NHIT burst cut were applied.

While the statistics from the source deployments are quite respectable,

there is a fundamental flaw in these data sets. The rates are so high that pileup

becomes the dominant contribution to the final PDF. To quantify this effect,

we performed a Monte Carlo study of single 2.6 MeV gammas and coincident

pairs of 2.6 MeV gammas within a 400 ns window. Table 6.3 summarizes the

results of the study, and shows that 32% of the events in the LETA analysis

window are expected to be the product of single gammas, and the rest will be

two gammas within 400 ns of each other. With such high decay rates, even

triple gammas will be a non-trivial contribution, which has not been included

here.
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Two gamma events will be more isotropic than single gamma events,

and therefore will have a much lower β14 mean. Figure 6.10 shows a comparison

of the β14 mean for calibration source data compared to various Monte Carlo

scenarios. Monte Carlo of single gamma events and PMT beta-gamma events

have the same β14 mean, whereas double gamma events and the source data

have a lower mean. If we take the linear combination of singles and doubles

predicted by the Monte Carlo pileup study, then we expect a mean salt phase

β14 of 0.431±0.016, and the observed mean of the source data is 0.416±0.002.

The pileup hypothesis is consistent with the data, though the comparison is

statistically limited by the amount of Monte Carlo we can run.
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Based on this comparison, we conclude that the thorium source is un-

suitable for use in constructing a PMT PDF, and the pileup rate makes it

suspect even for estimating the systematic uncertainties of the simulation by

comparing source data to source Monte Carlo. We were forced to abandon the

source and find an alternative method for building and verifying a PMT PDF.

6.3.5 Analytic Model

If we cannot generate enough Monte Carlo to make a PDF, and pileup poisons

the calibration source data, then we are left with trying to construct an analytic

model of the PMT distribution in the four observables of interest: Teff , β14, R3,

and cos θ�. Background decays have no correlation with the position of the

Sun, so we can set P (cos θ�) to a constant. For the other three dimensions,

we propose the following phenomenological model:

P (Teff , β14, R
3, cos θ�) = eA Teff ×N (β14 | β̄14 = B +CR3, σ = D)× (F + eE R3

),

(6.1)

where N (x|x̄, σ) is a Gaussian distribution with the given mean and width.

Exponentials are a reasonable model for a reconstruction tail in position or

energy, and the β14 distribution is well approximated by a Gaussian. The

radial dependence of the β14 mean has also been included as it is the most

significant correlation between the observables.

By fitting Equation 6.1 to the generated PMT Monte Carlo for each

phase separately, we can obtain model parameters and uncertainties on the

model. Tables 6.4 and 6.5 show the fit parameters and their uncertainties. The

model is overlaid on the Monte Carlo distributions in Figures 6.11 and 6.12.

Parameters B and C are almost 100% anti-correlated, so their uncertainties
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A −7.65± 0.46 MeV−1

B 0.445± 0.056
C 0.157± 0.086
D 0.182± 0.008
E 7.17± 0.45
F 3.31± 1.43

Table 6.4: D2O phase PMT model parameters. See Equation 6.1 for an expla-
nation of the meaning of the parameters.

A −7.25± 0.20 MeV−1

B 0.366± 0.023
C 0.249± 0.036
D 0.195± 0.005
E 6.10± 0.18
F 1.07± 0.66

Table 6.5: Salt phase PMT model parameters. See Equation 6.1 for an expla-
nation of the meaning of the parameters.

should be applied in opposite directions. An additional uncertainty is included

from the comparison of QPDT-selected PMT events from data and Monte

Carlo in the generation of the final uncertainties shown in Table 8.7. It should

be noted that the flat component of the PMT model, F , fits to zero on the

Monte Carlo PMT events, but fits to a non-zero value on the QPDT-selected

data. We have included the fit value of F from the data[81], with its large

uncertainty, in the PMT model.

6.4 Energy Resolution Systematics

With the 16N fits from the previous chapter, and the low energy background

fits described in this chapter, we have 3 separate measurements of the energy
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Figure 6.11: Analytic model of D2O phase PMT distribution compared with
Monte Carlo events. Table 6.4 lists the model parameters.
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Figure 6.12: Analytic model of salt phase PMT distribution compared with
Monte Carlo events. Table 6.5 lists the model parameters.
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Figure 6.13: Salt phase energy resolution systematic σextra at Teff = 3.5 MeV
as measured by 16N, and the internal and external radon spikes.

resolution systematic uncertainty in the salt phase. Figure 6.13 compares the

results from the different sources and shows weighted average. The large χ2

indicates there are clearly some systematic issues remaining. Following the

PDG prescription for combining inconsistent measurements (pg. XX of [10]),

we can penalize the error bars of all points until the χ2 is 1. This makes

the constraint on the energy systematic worse, which is appropriate due to the

non-uniform sampling of the radon spikes. Based on this, the salt phase Monte

Carlo needs a convolution with a Gaussian of σextra = 0.145±0.053MeV . The

D2O phase has no other spike measurements, but based on the 16N alone, the

convolution required is σextra = 0.155± 0.031.
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6.5 Summary

The internal and external radon spikes, as well as the QPDT-selected PMT

events, show good agreement with the Monte Carlo. These spikes also help

determine the energy resolution systematic uncertainty, along with the 16N fits

from the previous chapter. The PMT background PDF is difficult to construct

from the limited Monte Carlo statistics available, but we can use an analytic

model fit to the Monte Carlo to produce a smooth, continuous distribution.
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Chapter 7

Kernel Density Estimation

As described in Section 4.2.2, the maximum likelihood method requires that

we supply a PDF, Pj(x), for each signal j that occurs in our data set. We

also have a Monte Carlo simulation which can generate a random sample

of events for any desired signal. In effect, we want to infer a continuous

probability distribution from a finite collection of discrete samples drawn from

that distribution.

This is a common problem in statistical analysis which has two general

classes of solutions: parametric and non-parametric density estimators. There

is no rigorous distinction between the two, but generally parametric methods

involve analytic functions with a small number of free parameters. Often, these

analytic functions are motivated by the underlying physics which produces the

event and the detector response. For example, the PDF for a resonance in an

invariant mass distribution can be described with a Breit-Wigner distribu-

tion convolved with a Gaussian detector resolution. The free parameters in

this PDF can be extracted from a data sample using a parameter estimation

technique such as the maximum likelihood method, or χ2 minimization.
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The main problem with parametric density estimation is that it requires

a mathematical model for the distribution a priori. With multi-dimensional

PDFs, it can be difficult to produce an analytic function which includes all of

the correlations between observables, and still accurately describes the PDF

over a wide range of x. Instead, we would prefer a non-parametric density esti-

mator, which does not assume a particular functional form for the distribution.

The simplest and most commonly used non-parametric density estimator is a

binned histogram. Simply counting the number of events in a bin and dividing

by the bin volume provides a convenient approximation to the PDF.

Histograms can be problematic for some applications as they are fun-

damentally piecewise continuous functions. Even in truly constant regions of

the PDF, adjacent histogram bins will be discontinuous since each bin will

have random statistical fluctuations due to finite sample size. The continuity

problem can be mitigated by increasing the sample size and using non-uniform

binning, as well as performing some kind of interpolation between bin centers.

As the number of dimensions in the PDF increases, statistical fluctuations

become a greater concern, but interpolation and variable binning also become

more complicated.

An alternative to histograms is kernel density estimation (also called

kernel estimation). Kernel estimation is also a non-parametric method, but

it is unbinned. A function, called the kernel, is centered over each sample

from the PDF, and the sum of these kernels is used as an approximation to

the true PDF. If the kernel function is continuous and differentiable, then

the PDF, being a sum of kernels, will also be continuous and differentiable.

Kernel estimation is also very straightforward to extend to multiple dimensions

through the use of multidimensional kernel functions.
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7.1 Theory of Kernel Estimation

7.1.1 One-Dimensional Kernel Estimators

A one-dimensional kernel estimator derived from a set of PDF samples ti

(i ∈ [1, n]) is

P̂ (x) =
1

n

n∑
i=1

Ki(x− ti), (7.1)

where n is the number of samples, and Ki(x) is the kernel for sample i. The

Ki(x) are normalized so that

∫
Ki(x) dx = 1, (7.2)

which ensures that P̂ (x) is a properly normalized PDF. To make analysis of the

kernel estimator more tractable, we can restrict the Ki(x) to all have the same

functional form, K(x), and only depend on a rescaled coordinate, (x− ti)/hi:

P̂ (x) =
1

n

n∑
i=1

1

hi

K

(
x− ti

hi

)
. (7.3)

The scale parameters hi are called the kernel bandwidths. There are many

possible options for the kernel function K(x), but the most common choice is

the Gaussian kernel,

K(x) =
1√
2π

e−x2/2. (7.4)

A Gaussian has many nice properties, such as being continuous and continu-

ously differentiable for all x. Additionally, it is the most studied kernel1 in the

1The Epanechnikov kernel, 3
4 (1 − x2) for |x| < 1, can be shown[83] to be optimal in

general, but the discontinuous derivative at x = ±1 leads to kinks in the full PDF, which are
undesirable for other reasons. The Gaussian is close enough to optimal to be an acceptable
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Figure 7.1: A one-dimensional kernel estimator of a Gaussian distribution
derived from 5000 samples. The bandwidth h = 0.19 is the optimal choice, as
computed from Equation 7.12.

literature.

All of the “magic” in the kernel estimator is in the choice of the band-

widths, hi. The bandwidths act as smoothing parameters, determining the

local variability of the PDF. Kernel estimators with single bandwidth, hi = h

for all i, are called fixed bandwidth estimators, whereas estimators with hi that

vary for different i are called adaptive bandwidth estimators. Figure 7.1 shows

a fixed bandwidth kernel estimator for two different choices of h.

substitute.
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7.1.2 Error Analysis

In order to select appropriate bandwidths, we need a measure of how close the

estimated PDF, P̂ (x) is to the true PDF, P (x). The most common choice is

the integral square error (ISE),

ISE(P̂ ) =

∫
(P̂ (x)− P (x))2 dx. (7.5)

However, the ISE measures the error for the kernel estimator derived from a

particular event sample drawn from the true distribution, P (x). We actually

want the expectation value of the ISE, called the mean integral square error

(MISE),

MISE ≡
〈
ISE(P̂ )

〉
=

〈∫
(P̂ (x)− P (x))2 dx

〉
. (7.6)

Other measures of error are possible, though the MISE is the most commonly

used because it is easiest to analyze.

Wand and Jones[83] show that the MISE for a fixed bandwidth, 1D

kernel estimator is

MISE = (nh)−1

∫
K2(x) dx + (1− n−1)

∫
(Kh ∗ P )2(x) dx

− 2

∫
(Kh ∗ P )(x)P (x) dx +

∫
P 2(x) dx, (7.7)

where ∗ is the convolution operator, and Kh(x) ≡ (1/h)K(x/h). This equation

reduces to a much simpler form if we consider the large n limit2, called the

2Formally, we are taking h → 0 and n →∞, such that nh →∞.
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asymptotic mean integral square error (AMISE),

AMISE = (nh)−1

(∫
K2(x) dx

)
+

1

4
h4

(∫
x2K(x) dx

)2(∫
(P ′′(x))2 dx

)
,

(7.8)

where P ′′(x) is the second derivative of P (x).

Assuming that K(x) is the Gaussian kernel from Equation 7.4, we can

compute the first two integrals in the AMISE to get the expression

AMISEGauss =
1

2
√

π nh
+

1

4
h4

∫
(P ′′(x))2 dx. (7.9)

As n → ∞, h → 0 and nh → ∞, the AMISE will asymptotically approach

zero. The kernel estimator is therefore unbiased as the sample size goes to in-

finity. This functional form also highlights the bias-variance tradeoff which is

inherent to kernel estimation. A small h makes the kernel estimator fluctuate

rapidly, but on average, more closely approximate the true PDF, minimizing

bias. A large h smoothes the estimated PDF, which minimizes variance. How-

ever, making h too small or too big will increase the overall mean integral

square error, so a balance of bias and variance is required.

We can solve for the h which minimizes the AMISE,

hAMISE =

(
1

2
√

πn
∫

(P ′′(x))2 dx

)1/5

. (7.10)

With this equation, we can find the optimal bandwidth hAMISE for any PDF,

assuming the true PDF shape is known. For example, if the true PDF, P (x),
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is a Gaussian of width σ, then

∫
(P ′′(x))2 dx =

3

8
√

πσ5
, (7.11)

and the optimal bandwidth is

hAMISE =

(
4

3n

)1/5

σ. (7.12)

Using the optimal hAMISE with Equation 7.10, we find that to leading order,

the AIMSE scales like n−4/5. For comparison, a maximum likelihood estimate

of a Gaussian distribution using a two parameter (µ, σ) Gaussian model[84]

has

AMISE =
7

16
√

π
n−1. (7.13)

Thus we find that the convergence of the non-parametric kernel estimator is

slightly worse than a parametric estimator.

A similar error analysis can be applied to histograms[85], using the bin

width b as an analog to the kernel bandwidth. The optimal bin width is

bAMISE =

(
6

n
∫

(P ′(x))2 dx

)1/3

. (7.14)

For a Gaussian distribution, the optimal choice of bin size yields an AMISE

which is proportional to n−2/3. Asymptotically, the histogram has slower con-

vergence to the true distribution than a kernel estimator, and both are worse

than a parametric estimate with a functional model of the true distribution.

Of course, this analytic approach to computing the MISE/AMISE is

only useful in understanding the general properties of various estimators. Find-
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ing the optimal hAMISE given a sample from an arbitrary distribution in this

way requires that the functional form of the true PDF already be known.

But if that were always possible, we would not need kernel estimation in the

first place! Section 7.2.1 discusses some practical techniques for bandwidth

selection when the true distribution is not known.

7.1.3 Multidimensional Kernel Estimators

Kernel estimation can be extended to PDFs defined on a multidimensional

space Rd. All that is required is to select an appropriate multidimensional

kernel, K(x). A d-dimensional analog to the Gaussian kernel defined in Equa-

tion 7.4 is the multivariate Gaussian with unit width:

K(x) =

(
1√
2π

)d

e−xT x/2. (7.15)

Now we introduce a real, symmetric, invertible d × d bandwidth matrix, Hi,

and write the generic multivariate kernel estimator

P̂ (x) =
1

n

n∑
i=1

1

detHi

K
(
H−1

i (xti)
)
, (7.16)

where ti is the vector of observables describing each event i used to build the

PDF.

A spectral decomposition of the bandwidth matrix,

Hi = V−1
i DiVi, (7.17)

helps to illuminate the structure. The orthonormal matrix Vi describes a
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local coordinate rotation, and the matrix Di is diagonal with elements we will

label hij, where j = 1 . . . d. In the general case, one would want to select the

bandwidth matrix such that Vi performs a local rotation into a coordinate

system where the observables are uncorrelated, to match the structure of the

kernel in Equation 7.15. With sufficient PDF statistics, each kernel is relevant

to a very small region of space, and we can neglect local correlations. Setting

Vi to the identity matrix, the kernel estimator then simplifies to

P̂ (x) =
1

n

n∑
i=1

1

detDi

K
(
D−1

i (x− ti)
)
. (7.18)

Since our multidimensional kernel is just a product of 1D Gaussians, we can

rewrite the estimator in component form,

P̂ (x) =
1

n

n∑
i=1

d∏
j=1

1

hij

K

(
xj − tij

hij

)
. (7.19)

7.1.4 Adaptive Kernel Estimators

Section 7.1.2 showed the error analysis of a fixed bandwidth kernel estimator.

One might expect that allowing a different hi for each Gaussian kernel would

lead to an improved estimate of the true PDF.

To motivate this idea, consider a toy example. Suppose we have only one

event, with observable value x = t1, with which to build our kernel estimator.

This event gives us very little information. The underlying PDF could be a

delta function or a flat distribution with equal likelihood. It is reasonable then,

to assign a large value for hi since it is still quite possible for the PDF to be

non-zero in a wide range around t1, as shown in Figure 7.2.
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Figure 7.2: A kernel estimator derived from one event.

Now suppose we obtain a second event for building our PDF, with

value x = t2. If t2 is very close to t1, then it is more likely that we have a

PDF distribution peaked near t1 and t2 than a flat distribution. We should

then reduce hi to narrow the kernel around these events, obtaining the kernel

estimator shown in Figure 7.3.

However, if t2 is far away from t1, then we may still have a flat distribu-

tion, or perhaps a bimodal one. This ambiguity means that each event carries

less information, and so we should use a wide kernel, as shown in Figure 7.4.

Generalizing to a large number of events, we can say that the width of

the kernel, and therefore hi, should be smaller when the local density of events

is large. Low density regions will have relatively larger statistical fluctuations

due to finite sampling, and so the increased kernel bandwidth smears out such

variation. In the limit of infinite event statistics for our PDF, any reasonable

kernel function will approach a delta function and the overall kernel estimator

will approach the true probability density.

Trying to optimize n different hi turns out to be a very difficult in gen-
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Figure 7.3: A kernel estimator derived from two events close together. The
individual event contributions are shown in blue, and the sum in red.

Observable X
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 10

0.5

1

1.5

2

2.5

3

3.5

4

Figure 7.4: A kernel estimator derived from two events far apart.
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eral. As such, there is not a universally preferred technique for bandwidth se-

lection, with many of the methods relying on heuristic arguments. The earliest

work on adaptive kernel estimation was done by Abramson[86]. In particular,

Abramson proposed an inverse square-root dependence to the bandwidth for

1D kernel estimators:

hi =
h√

P̂0(ti)
, (7.20)

where h is some fixed bandwidth and ti is a point from the set of PDF samples,

as was used in Equation 7.3. The subscript on P̂0 indicates that it does not

have to be the true PDF P (x), but rather just an estimate of it. It is common

to use a fixed bandwidth kernel estimator as the pilot distribution P̂0 for the

purposes of computing the hi.

In a particle physics context, Cranmer[87] suggests an adaptive band-

width heuristic based on the scaling the optimal fixed bandwidth for a Gaus-

sian distribution. In d-dimensions, the bandwidth in dimension j is

hij = ρ

(
4

d + 2

)1/(d+4)

σjn
−1/(d+4)

(
1

σP̂0(~ti)1/d

)
, (7.21)

where ρ is a scale factor usually set to 1, σj is the standard deviation of the

PDF sample in dimension j, and σ is the geometric mean
(∏d

j=1 σj

)1/d

. At

first glance, the origin of this formula is rather mysterious, so it is instructive

to break it down factor-by-factor:

• n−1/(d+4) — With more events, the bandwidth should get smaller, but

preserving the limit nh → ∞. The dependence on d shows the “curse

of dimensionality.” As the number of dimensions in the PDF grows, our

total information about the PDF drops. In the case d = 1, this reduces
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to the −1/5 exponent in Equation 7.10.

• σj — The standard deviation of the events in dimension j provides a

length scale for the kernel bandwidth. The bandwidth will automatically

scale with linear coordinate transformations of the PDF observables, and

will carry the correct units.

•
(

4
d+2

)1/(d+4)
— This coefficient comes from minimizing the AMISE for a

d-dimensional Gaussian PDF. Compare to Equation 7.12 for d = 1. As

an approximation, assuming a Gaussian shape is a reasonable starting

point for unimodal distributions.

• σP̂0(ti)
1/d — The bandwidth is inversely proportional to this dimen-

sionless quantity. The geometric mean σ is included in the product to

cancel the units of P
1/d
0 , so that this factor is invariant to linear coordi-

nate transformations. Roughly, this factor is proportional to the average

distance between points in the PDF sample in the neighborhood of ti.

Note that for d = 1, this prescription differs from Abramson’s inverse

square-root formula.

• ρ — This scaling constant is included simply to highlight that this partic-

ular bandwidth formula is not optimal for all PDF shapes. Some PDFs

may benefit from adjust ρ to be different than 1. For example, bimodal

distributions should probably have ρ < 1, as σj will tend to overestimate

the length scale of PDF structure.
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7.2 Implementation Techniques

The biggest drawback to kernel estimation is speed: both in bandwidth se-

lection and in evaluation. A straightforward implementation of Equation 7.3

requires computing n Gaussians to obtain the value of the PDF at a single

point. When the PDF is composed of 1 million events, and the PDF needs

to be evaluated at 18,000 points, kernel estimation quickly becomes a compu-

tationally intractable problem. The situation is even worse if the PDF shape

is being varied (see Section 7.2.5) during optimization of the likelihood func-

tion. Every time the optimization algorithm (i.e. MINUIT) changes a shape

parameter, all 18,000 points will need to be re-evaluated.

No existing kernel estimator implementation was fast enough3 to per-

form this task, so we were forced to incorporate a number of shortcuts to speed

the process up. These will be described in the following sections.

7.2.1 Bandwidth Selection

We perform the bandwidth selection for each PDF according to Equation 7.21.

Traditionally, the pilot estimate of the PDF, P̂0(x), is taken to be a fixed

bandwidth kernel estimator. However, the evaluation of this pilot estimate

requires O(n) calls to the exponential function for each ti. The computational

complexity of bandwidth selection is therefore O(n2), which is unacceptable

for our usage. The Monte Carlo event sample size for our PDFs is typically

O(105), with some PDFs reaching O(106). Bandwidths only need to be com-

puted once for a particular PDF event sample, so in principle one could cache

3A Gaussian version of the fast multipole method does exist for efficient evaluation of
kernel estimators, and is described in [88]. However, the method does not allow systematics
to be propagated to the PDF on the fly, as described in 7.2.5, so we do not use it here.
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Figure 7.5: A comparison of the fully-adaptive and semi-adaptive kernel esti-
mators derived from 100,000 CC events. The generation time was 18 minutes
for the fully adaptive kernel and 26 seconds for the semi-adaptive kernel.

these bandwidths on disk, and reuse them on every run. This makes it very

cumbersome to change the PDF event sample (for example, to look at a dif-

ferent energy range), so instead we adopted a technique to make bandwidth

calculation much faster.

Instead of using a fixed-bandwidth kernel estimator for the pilot esti-

mate, we use a binned histogram to bootstrap the process. As a result, for all

i where ti are contained in the same P̂0 bin, the hij are identical. We call the

kernel estimator constructed this way a semi-adaptive kernel estimator. The

bandwidths do vary from event to event, but only in discrete steps. In general,

this optimization has no significant effect on the PDF estimate, but a huge

impact on the initialization time, as shown in Figure 7.5.

After working so hard to eliminate bins from the PDFs, reintroducing

them might seem counterintuitive. The binning only causes discontinuities in

the distribution of hij, but the actual kernel estimator P̂ (x) remains continu-

ous. For most distributions, we are relatively insensitive to the bin size. One
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Figure 7.6: A comparison of two semi-adaptive kernel estimators with different
binning used in the pilot estimate. Scooping in the estimator is apparent for
exponential distributions if the bin size is too large compared to the PDF
decay length.

exception to this rule is a PDF which is just an exponential tail in one of

its dimensions. Such a fast-changing distribution can experience “scooping”

when the pilot histogram has too few bins. Figure 7.6 shows an example of

this. The problem goes away if more bins are added to the pilot distribution

in the bandwidth calculation.

7.2.2 Boundary Correction

In practice, the PDFs we use are always defined (if only for computational

convenience) over a finite range in the space of observables. This presents

a problem for events near the boundary, since a kernel centered on an event

close to the edge has significant overflow into the disallowed region. Some of

the probability associated with that kernel will be lost, effectively de-weighting

events near boundaries. To avoid underestimating the PDF at the edges, there
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are several options:

• Construct the PDF from events which cover a wider range than the

range used in the fit, and “crop” the PDF. If the boundary is a physical

boundary, then this is not possible. For example, you cannot have an

event with negative radius.

• Use a kernel which becomes asymmetric near the boundaries in order to

conserve probability inside the allowed region. There are difficulties in

doing this in an analytically simple way.

• Mirror the ti points across the boundary. Reflected points are given the

same bandwidth hi as the original point, and can be added to the list

of points which are used to compute the kernel estimator. The reflected

points produce an event sample which extends beyond the PDF bound-

aries by assuming the PDF is periodic in space. If the derivative of the

PDF at the boundary is large in magnitude, then the assumption of peri-

odicity tends to cause the kernel estimator to slightly over or undershoot

the true PDF.

We find the last option to be the most practical approach. In one

dimension, the reflection process is straightforward, but in d-dimensions, there

are 3d − 1 reflection points, as shown in Figure 7.7. Memory usage can be

limited by only keeping reflection points which are close to the boundary.

“Close” is quantified in Section 7.2.4, where the σ-cut is described.

Figure 7.8 shows a one-dimensional kernel estimator with and without

the boundary correction.
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Figure 7.7: Boundary correction points generated by reflection. The circle
marks the original point, and the 32 − 1 = 8 small squares show the points
generated by reflecting over combinations of boundaries in each dimension.
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Figure 7.8: A sample kernel estimator (n = 5000) with the boundary correction
turned on and off. The true PDF is a half-Gaussian with mean of 0 and width
of 1.
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7.2.3 Normalization

The kernel estimator as defined in Equation 7.3 normalized, by construction,

for the interval (−∞,∞). However, as mentioned in the previous section, we

use the PDFs over a finite interval. Therefore we need to divide the PDF by

its integral to ensure it is normalized in the actual fit range. This can be done

analytically for the Gaussian kernel using the error function

erf(b) ≡ 2

∫ b

0

1√
2π

e−
x2

2 dx = 2

∫ b

0

K(x) dx. (7.22)

The integral of the adaptive 1D kernel estimator in the interval [a, b] is

∫ b

a

P̂ (x) dx =
1

2n

n∑
i=1

[
erf

(
b− ti

hi

)
− erf

(
a− ti

hi

)]
, (7.23)

and the integral of the d-dimensional estimator in the (hyper)-cubic volume V

with corner points a and b is

∫
V

P̂ (x) dx =
1

2dn

n∑
i=1

d∏
j=1

[
erf

(
bj − tij

hij

)
− erf

(
aj − tij

hij

)]
. (7.24)

It is important to note that n also now includes the reflected events added to

the event sample after the boundary correction procedure.

7.2.4 Evaluation

Evaluation of the kernel estimator is by far the critical performance path.

For each likelihood calculation with O(10) PDFs and a data set of O(104)

events, Equation 7.19 must be computed. In the most complicated fits we
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have tested, optimization of the likelihood function requires O(104) iterations.

All together, a single fit will require O(109) PDF evaluations. In this section

we will describe some strategies for speeding up kernel estimation.

σ-Cut

The most expensive operation in Equation 7.19 is the exponential function

used in the definition of the Gaussian kernel. Even highly optimized imple-

mentations of the exponential require 75 clock cycles per function call4.

As written, the equation requires nd exponential evaluations, but the

d-dimensional Gaussian kernel can be trivially transformed to only required n

exponentials:

P̂ (x) =
1

n

n∑
i=1

(
d∏

j=1

1√
2πhij

)
exp

(
−1

2

d∑
j=1

(
xj − tij

hij

)2
)

. (7.25)

We can further reduce the number of exponentials by accepting a small

amount of error in the estimator. The sum which yields the value of the PDF

at a particular point x is dominated by a handful of PDF points ti in the

immediate vicinity of x. If we call the distance between x and event ti,

σi(x) =

√√√√ d∑
j=1

(
xj − tij

hij

)2

, (7.26)

then we can look at the distribution of σ for a particular x and PDF shape.

Figure 7.9 shows the σ distribution for a Gaussian PDF N (0, 1) at two points:

one at the peak and one in the tail at x = 2. As we move away from the peak

4fastexp() from the AMD Math Core Math Library[89].
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Figure 7.9: Distance of 100,000 PDF samples from two evaluation points x =
0 and x = 2. Samples are used in a kernel estimator of a unit Gaussian
distribution, and distance is shown in units of σ, defined in Equation 7.26. In
the x = 2 case, 15% of the samples are more than 25σ from the evaluation
point.

of the PDF, the majority of the PDF samples are far away from x in units of

σ.

Points with a very large σ contribute little to the final sum, so we can

shortcut the exponential with an approximation:

expfast

(
−σ2

i

2

)
=

 0 if σi > σcut

exp
(
−σ2

i

2

)
otherwise

. (7.27)

Figure 7.10 shows the absolute error as a function of σcut and also the rela-

tionship between the error and the number of full exponentials which need to

be performed. Floating point numbers have a limited precision, and relative

errors smaller than 10−15 are lost in the round-off error of double precision

187



arithmetic[90]. Thus, when P̂ (x) is O(1), there should be no observable effect

to employing σcut = 8. We chose σcut = 7, as 10−12 error is acceptable for our

application, and it allows us to skip at least half, and often much more than

half, of the exponential function calls.

Partitioning

Evaluation of background PDFs which peak far from the bulk of the events

are accelerated enormously by the σ-cut. The new critical performance path

becomes the actual computation of σi in order to choose a branch in Equation

7.27. The calculation of σi involves only a handful of simple floating point

operations, though. In fact, we find that the bottleneck is not arithmetic, but

rather the memory bandwidth required to move the tij and hij from system

memory onto the CPU in order to compute Equation 7.26. Evaluating a 3D

kernel estimator composed of 1,000,000 events requires transferring 48 MB of

data from system memory to the CPU. As this exceeds the size of the fast

on-CPU cache memory, the data will be read over and over again, each time

the PDF is evaluated at a single x.

In order to limit the amount of unnecessary memory transfers, we can

partition the domain of the PDF P̂ (x) into d-dimensional rectangular regions

Vk. Each volume k is defined by two points ak and bk which are on diagonally

opposite corners of the box, such that akj < bkj for all j ∈ [1, d]. We can

construct a set of kernel estimators P̂k(x) such that

P̂ (x) = P̂k(x) if x ∈ Vk. (7.28)

Following the logic from the previous section, we only need to include
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Figure 7.10: Absolute error on P̂ (x) at x = 0 and x = 2 with a σ-cut. Top plot
shows the error as a function of the cut parameter, and the bottom plot shows
the error as a function of the fraction of exponential function evaluations that
actually need to be performed. These curves are computed for n =100,000.
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Figure 7.11: Schematic of how PDF samples are assigned to a partition. The
partition in the lower left is valid only for x inside the dashed boundary, but
includes all PDF samples in the shaded region.

PDF samples in P̂k which contribute to the final sum after the σ-cut. The set

of samples, Tk associated with partition k is

Tk = { ti | ∀i if ∃x ∈ Vk such that σi(x) < σcut}. (7.29)

All PDF samples ti ∈ Vk will be in Tk, but also points just outside of Tk as well.

These boundary points ensure the continuity of the distinct kernel estimator

fragments across partition boundaries. Figure 7.11 shows a diagram of the

partitioning for a 2D kernel estimator. Each of these Pk(x) can be treated

as a totally independent kernel estimator and normalized over the restricted

region Vk as described in Section 7.2.3.

Unlike the σ-cut optimization, where we trade accuracy for speed, the

partitioning optimization trades memory for speed. Samples near the partition

boundaries appear in multiple Tk sets, increasing the overall memory usage of

the kernel estimator while reducing the amount of memory accessed in any

given evaluation. In order to pick a suitable partition size in each of the d

dimensions, we have found this equation for the number of partition slices
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along dimension j to be useful:

Npart,j =
bj − aj

bkj − akj

=

⌈
f × 1

n

n∑
i=1

bj − aj

σcuthij

⌉
, (7.30)

where bj and aj are the boundaries of the entire PDF domain and f is a tun-

able parameter that trades memory for speed. When f = 1, the size of each

partition is roughly the size of the bandwidth times σcut. This is the point

of diminishing returns. Making f < 1 will increase memory usage rapidly as

samples start to appear in the boundary regions of several consecutive parti-

tions, without substantially improving performance by decreasing the number

of samples in each partition. Although f = 1 sounds optimal, we find that the

memory usage is too great for current computers with 2–4 GB of memory. A

reasonable tradeoff is found at 2.5 < f < 3.5 on such systems5.

Calculation with 3D Graphics Hardware

As a final speed improvement, we discovered that the massively parallel float-

ing point hardware found on modern 3D graphics cards is very efficient at

evaluation of kernel estimators. A detailed discussion of the architecture of

graphics processor units (GPUs) and the mapping of the kernel estimator algo-

rithm to them is given in Appendix A. With the GPU, we are able to evaluate

a single PDF approximately 1500 times per second, on average. This speed

is sufficient to allow moderately complex fits to finish in hours on a single

computer.

5In the more restricted memory environment of graphics cards (see Appendix A) with
512–768 MB of memory, the memory factor f must be set to 4.5.
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7.2.5 Floating Systematic Uncertainties

Kernel estimation requires that all PDF samples are retained in memory at

all times. This makes a kernel estimator far more resource-hungry than a his-

togram, but at the same time, opens up the doors to a very natural treatment

of systematic uncertainties.

As discussed in Section 4.2.9, systematic uncertainties on PDF shapes

are included in the maximum likelihood formalism by augmenting the parame-

ters of the model with a vector of systematic parameters, ∆ = (∆1, ∆2, . . . , ∆s).

The systematic parameters are nuisance parameters which map out a contin-

uous family of PDF shapes, which we postulate contains the true PDF that

accurately describes our data. Being able to vary these systematics continu-

ously opens up the possibility of floating these parameters during a maximum

likelihood fit. The PDF can actually morph on the fly to seek the best PDF

shape given the data. In addition, this allows correlations between signal

parameters and nuisance systematic parameters to be treated consistently.

To achieve this goal in the kernel estimator framework, we formally

define a systematic to be a triplet of functions,

S : Rd × Rs → Rd (7.31)

C : Rd × Rd × Rs → Rd (7.32)

W : Rd × Rs → R. (7.33)

The first function S(ti,∆) → t′i, is called the transformation function. It

displaces the PDF sample ti by some amount that depends on some parameters

in ∆, but also might depend on multiple observables in ti. For example, an

192



energy-dependent radial scaling of samples would be implemented this way.

The second function C(ti,hi,∆) → h′i is called the convolution func-

tion. It modifies the kernel bandwidth for each sample. As the name suggests,

it can be used to implement resolution systematics through convolution. In

1D, for example, we can do a fixed convolution using the systematic

C(ti, hi, σconv) =
√

h2
i + σ2

conv. (7.34)

This is another advantage to using the Gaussian kernel K(x): convolution has

a compact, analytic form.

The third function W (ti,∆) is called the weight function. It allows the

systematic to reweight the events in the PDF. This is useful for systematics

which involve detection efficiencies, which may or may not depend on the

observables themselves. We will also float neutrino survival probabilities this

way in Section 8.9.

Multiple systematics can be combined through composition,

(S2 ◦ S1)(ti,∆) ≡ S2(S1(ti,∆),∆) (7.35)

(C2 ◦ C1)(ti,hi,∆) ≡ C2(S1(ti,∆), C1(ti,hi,∆),∆) (7.36)

(W2 ◦W1)(ti,∆) ≡ W2(S1(ti,∆),∆)×W1(ti,∆). (7.37)

Composition is not commutative, although in the limit of small systematics,

or systematics which operate on disjoint observables, we can treat systematics

as nearly commutative.
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The complete kernel estimator with floating systematics has the form

P̂ (x,∆) =
1∑n

i=1 W (ti,∆)

n∑
i=1

W (ti,∆)×
d∏

j=1

1

hij

K

(
xj − (S(ti,∆))j

(C(ti,hi,∆))j

)
.

(7.38)

The normalization formula is also changed to

∫
V

P̂ (x,∆) dx =
1

2d
∑n

i=1 W (ti,∆)
n∑

i=1

W (ti,∆)×
d∏

j=1

[
erf

(
bj − (S(ti,∆))j

(C(ti,hi,∆))j

)
−erf

(
aj − (S(ti,∆))j

(C(ti,hi,∆))j

)]
. (7.39)

If we apply the identity systematic,

S(ti,∆) ≡ ti (7.40)

C(ti,hi,∆) ≡ hi (7.41)

W (ti,∆) ≡ 1, (7.42)

then Equation 7.38 reduces to Equation 7.19.

7.3 Examples

This section contains a selection of examples designed to illustrate the differ-

ence between binned histograms and kernel estimators, using the SNO Monte

Carlo event sample.
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7.3.1 1D

The simplest approach to signal extraction is to factorize the PDF into 1D

components,

P (Teff , R3, β14, cos θsun) = P (Teff )× P (R3)× P (β14)× P (cos θsun). (7.43)

It is well-known that this factorization causes significant bias in the fit, but it

is helpful to visualize the difference between binned and unbinned PDFs in 1D.

Figure 7.12 shows the CC PDFs derived from 1000 Monte Carlo events using

both methods, where the binned PDF has the bin sizes used in previous SNO

analyses[91] While neither method produces an accurate PDF, the unbinned

kernel estimator captures the basic features of the distributions and would be

very usable in a fit.

Of course, we have substantially more than 1000 Monte Carlo events

from which to build a PDF. Figure 7.13 shows the results with half of the events

from the LETA data set (the other half being set aside for fake data sets). The

two methods become indistinguishable. Clearly, the kernel estimator is overkill

in 1D given the amount of Monte Carlo statistics we have.

7.3.2 2D

Once we move to 2D PDFs, the factorization is

P (Teff , R3, β14, cos θsun) = P (Teff , β14)× P (R3)× P (cos θsun), (7.44)

which accounts for correlations between isotropy and energy. Figure 7.14 shows

the 2D factor in the PDF as generated using 1000 NC events, and Figure
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Figure 7.12: Binned and unbinned PDF estimates of the 1D components of
the CC signal. Both PDFs are generated from the same 1000 CC events. The
bin size used for the binned PDF is that of [91].
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Figure 7.13: Binned and unbinned PDF estimates of the 1D components of
the CC signal. Both PDFs are generated from 1.6 million events.197



7.15 shows the same PDFs generated from half of the LETA Monte Carlo.

Again, with half of the available Monte Carlo, there does not appear to much

benefit to the kernel estimator. The contour plot looks slightly more smooth

for the kernel estimator, but the longer energy axis in the plot makes the

overestimation of the PDF at the low energy boundary easy to spot. At the

other 3 boundaries, the PDF naturally decays to zero, so the overestimation

problem is not present.

To really evaluate the local smoothness of the PDF, we should examine

some 1D slices. Figure 7.16 shows a few samples where the smoothing benefits

of the unbinned estimator are evident, although we can also see the shape

distortion in the slices in the high tails of energy and β14. The broadening

of the distribution in the tails is a “feature,” representing our reduced knowl-

edge, though the size of the effect can be tuned with the ρ parameter in the

bandwidth formula.

7.3.3 3D

In 3D, we can merge radius into one of the factors,

P (Teff , R3, β14, cos θsun) = P (Teff , R3, β14)× P (cos θsun). (7.45)

In three dimensions, displaying anything but a PDF slice is nearly im-

possible. Figure 7.17 shows some example 1D slices through the distribution.

The kernel estimator stands out here as much smoother and less susceptible to

statistical fluctuations, although shape distortion is especially evident in the

tails.

198



0

0.1

0.2

0.3

0.4

0.5

0.6

Kinetic Energy (MeV)
4 5 6 7 8 9 10 11 12 13

14β

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Kernel EstimatorKernel Estimator

0

0.2

0.4

0.6

0.8

1

1.2

1.4

Kinetic Energy (MeV)
4 5 6 7 8 9 10 11 12 13

14β

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Linear InterpolationLinear Interpolation

Figure 7.14: Binned and unbinned PDF estimates of the of the NC signal.
Both PDFs are generated from the same 1000 NC events.199
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Figure 7.15: Binned and unbinned PDF estimates of the of the NC signal.
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Figure 7.16: Slices of the binned and unbinned 2D PDF estimates shown in
Figure 7.15. 201
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Figure 7.17: Slices of the binned and unbinned 3D PDF estimates generated
from 240,000 NC events. 202



7.4 Summary

Kernel estimation of PDFs is a very effective technique to handle the problems

inherent to binned PDFs generated from finite data samples. When the option

is available, we always do better with more statistics, regardless of method.

But by eliminating binning discontinuities, kernel estimators ensure our PDF

is smooth and continuous for any amount of statistics.

There is an important caveat that cannot be emphasized enough: We

have not gotten something for free. Instead we have traded the practical

simplicity of histograms for the continuity and flexibility of the kernel estimator

formalism.

However, once we have accepted and overcome the implementation hur-

dles, kernel estimation opens up some new possibilities with little additional

work. Keeping all of the PDF samples in memory enables a direct approach to

floating PDF systematics through the transformation, convolution, and weight

functions. We will use this feature in the signal extraction chapter both to

more consistently treat detector systematics, but also to perform more novel

fits, such as directly fitting for the neutrino survival probability.
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Chapter 8

Signal Extraction

Having cut, reconstructed, and kernel estimated the Monte Carlo events into

PDFs, we are now prepared for the final step in the analysis chain: signal

extraction. Formally, this is just a maximum likelihood fit (or set of fits),

but there are a number of kinds of fits we can perform. In this chapter, we

discuss the maximum likelihood formalism, different signal extraction options,

the software used, and the verification procedure.

8.1 Goals

Ultimately, we want two different pieces of information from the SNO data

set:

• A contour plot showing the confidence region in ∆m2
21 and tan2 θ12, tak-

ing into account matter effects in the Sun and the Earth.

• A νe spectrum and total 8B neutrino flux which is independent of the

oscillation model.
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The model-dependent contours provide the strongest constraint on the neu-

trino mixing parameters, and are also needed by the physics community in

global fits to all solar neutrino experiments and KamLAND. SNO provides

the best measure of the mixing angle, θ12, in this case. The 8B spectrum is

important for testing of new models without having to re-run signal extraction

entirely from scratch.

8.2 Maximum Likelihood Method

Like previous SNO analyses, we use the generalized (or “extended”) maximum

likelihood method to estimate the contribution of several pure signals to a

mixed sample of events. In this formalism, we have a data sample of N events,

each event i described by a d-dimensional vector, xi of observable quantities,

such as energy or position. We postulate that this set of events is a combination

of M different signals and no others. A “signal” in this context is a particular

source of events, such as charged-current interactions. The term also applies

to nuisance backgrounds, such as beta decays of 214Bi. Both kinds of events

are considered signals in our discussion of the maximum likelihood method.

Each signal j has a probability density function (PDF), Pj(x), which gives

the joint distribution of observables for that particular kind of event. As a

probability density, the Pj are normalized such that

∫
Pj(x) dx = 1. (8.1)

We wish to estimate the expectation value1 of the number, Ñj for signal

1Distinguishing between the expectation value of the number of events, Ñj , and the
actual number of events in the data set, Nj , is important to obtain the correct form of the
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j, of each kind of event in the data set. The sum of these expectation values

gives the expected total number of events

Ñ ≡
M∑

j=1

Ñj. (8.2)

The observed number of events in the data set, N , is random variable drawn

from a Poisson distribution with mean Ñ , with probability

Poisson(N | Ñ) =
ÑN e−Ñ

N !
. (8.3)

The probability density function which describes the distribution of observ-

ables for events in the experiment, assuming (Ñ1, Ñ2, . . . ÑM) is

P (x | Ñ1, Ñ2, . . . ÑM) =
M∑

j=1

Ñj

Ñ
× Pj(x). (8.4)

The Ñj/Ñ factor gives the probability that a randomly chosen event is of a

particular signal j, and Pj provides the probability density for the observables

x, assuming the event is of type j.

With Equations 8.3 and 8.4, we can construct the likelihood function

for our data with free parameters Ñ1, Ñ2, . . . ÑM :

L(Ñ1, Ñ2, . . . ÑM) =
ÑN e−Ñ

N !

N∏
i=1

P (xi|Ñ1, Ñ2, . . . ÑM). (8.5)

If we expand P into a sum over Pj and pull the 1/Ñ factor out of the sum

extended likelihood function.
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and product, we get

L(Ñ1, Ñ2, . . . ÑM) =
ÑN e−Ñ

N !
Ñ−N

N∏
i=1

(
M∑

j=1

Ñj × Pj(xi)

)
(8.6)

=
e−Ñ

N !

N∏
i=1

(
M∑

j=1

Ñj × Pj(xi)

)
(8.7)

The functional form of the Pj(x) which go into the model can be very

complicated, so generally we must maximize L with the aid of a computer

using some kind of directed search algorithm. For reasons of floating point

precision, the problem is usually formulated as a minimization of the negative

log likelihood

− logL(Ñ1, Ñ2, . . . ÑM) = Ñ − log N !−
N∑

i=1

log

(
M∑

j=1

Ñj × Pj(xi)

)
, (8.8)

which we will often call the NLL for short.

A constant offset will not change the location of the minimum of− logL,

so we can drop the term that depends on N . If we also expand Ñ to show the

sum over parameters, then we get the equation in the form which is actually

used during minimization:

− logL(Ñ1, Ñ2, . . . ÑM) =
M∑

j=1

Ñj −
N∑

i=1

log

(
M∑

j=1

Ñj × Pj(xi)

)
. (8.9)

8.2.1 Multiple Data Sets

We need to combine two different data sets in this analysis: the D2O and salt

phases. The approach we use (also used by RooFit) is to augment the vector of
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observables xi for each event i with an additional discrete variable, pi, which

indicates the phase from which the event came2. At the same time, we let

the j index in Pj range over PDFs from all phases, but modify the PDFs to

accept this phase variable. If signal j does not correspond to the phase pi,

then Pj(x, pi) = 0, otherwise Pj(x, pi) takes the normal value.

8.2.2 Correlated Event Rates

Equation 8.9 does not yet include our knowledge of correlations between the

rates of some kinds of events. In particular, we assume that the time-averaged

solar neutrino rate (accounting for the eccentricity of Earth’s orbit) and energy

spectrum are constant across both phases of SNO. Therefore not all of the Ñj

parameters are independent. The true free parameters in our fit are event

source rates, which can directly determine the number of events in multiple

phases. With this approach, the Ñj are now functions of a potentially smaller

list of parameters rj′ :

Ñj(r) =
M ′∑

j′=1

εjj′ × rj′ , (8.10)

where εjj′ is a matrix of detection efficiencies which converts from the units

of the rate parameter to a number of events we would expect to see in the

data set. Although this formula generically allows multiple physical sources

(indexed by j′) to map onto a single kind of event (indexed by j), our particular

usage is much more restricted. We only allow one εjj′ to be non-zero for

any given j, restricting a particular kind of event to only have one source.

This could be called the “one Sun hypothesis.” Table 8.1 shows a concrete

2[D2O = 1, Salt = 2] or [D2O day = 1, D2O night = 2, Salt day = 3, Salt night = 4],
for example.
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CC rate ES rate NC rate

D2O phase CC events 2150 events/SSM 0 0
D2O phase ES events 0 366 events/SSM 0
D2O phase NC events 0 0 909 events/SSM
Salt phase CC events 3006 events/SSM 0 0
Salt phase ES events 0 513 events/SSM 0
Salt phase NC events 0 0 3369 events/SSM

Table 8.1: An example εjj′ matrix for a joint, two-phase fit with only neutrino
events, where CC, ES and NC are treated as independent sources. The row is
indexed by j and the column is indexed by j′.

example of the efficiency matrix for a two-phase, neutrino-only fit. We derive

all of these detection efficiencies using the Monte Carlo, which we have used

to generate events with a known source rate, uniformly distributed over the

detector livetime.

The choice of units for the rate parameters is arbitrary, so long as the

units of εjj′ cancel them out. For the neutrino signals, CC, ES and NC, we

work in units where 1.0 equals the neutrino production rate of the undistorted

BP2000 Standard Solar Model, as this is the model which was implemented in

the Monte Carlo event generator. The source parameters are then mapped to

a number of events in the two phases which are directly correlated with each

other.

For radioactive backgrounds, we assume a distinct source term for each

phase, and work in units of Becquerel. Certainly, liquid media like the D2O

and H2O will not have the same radioactivity in each phase as the water

is circulated out of the detector for purification, and can be exposed to a

varying amount of radon contamination in the process. Solid media, like the

acrylic vessel and the PMTs, in principle could have correlated source terms.
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However, as we are not certain whether the dominant source of radiation is

surface or bulk contamination, we have chosen to allow these sources terms to

also be independent between phases. This allows for the possibility of leeching

of contaminants from the surface into the water over time, where they would

then be continuously removed by the water purification process.

The NLL in terms of these new rate parameters, also including the

phase variable discussed previously, is

− logL(r = r1, r2, . . . rM ′) =
M∑

j=1

Ñj(r)−
N∑

i=1

log

(
M∑

j=1

Ñj(r)× Pj(xi, pi)

)
.

(8.11)

8.2.3 Constraints

Some of the rate parameters, in particular the radioactive backgrounds, are

constrained by external measurements. Both the D2O and H2O radioactiv-

ity were continuously monitored during the data collection period, providing

a completely independent measure of the decay rates that we would like to

include in the likelihood function. These constraint measurements are PDFs

themselves, with the rate parameter representing a measure of the radioactiv-

ity. Taking our estimate to be Gaussian distribution, we can add a constraint

term to the NLL,

− logLconstraint(r) =
1

2

M ′∑
j′=1

(rj′ − r̄j′)
2

σ2
r̄j′

, (8.12)
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where r̄j′ is the value of the external measurement, and σrj′
is the uncertainty

on that measurement3. Parameters which are unconstrained have σrj′
→ ∞,

which zeros out the contribution from that term in the constraint.

8.2.4 Systematic Uncertainties

The maximum likelihood method as described so far has no place to input

uncertainties in the PDFs. Our Monte Carlo is not perfect, and each PDF has

some kind of systematic uncertainty associated with in. We have quantified

these uncertainties by specifying a set of parameterized transformations for our

PDFs. The space of transformations maps each PDF to a family of related

PDFs which contains the true PDF, in our belief, based upon the tests we

have performed. The free parameters in the transformation functions have

confidence intervals derived from calibration data which delineate our 68%

confidence interval in the space of possible PDFs.

For a concrete example, consider the energy scale systematic uncer-

tainty. Since energy scale depends on a product of many efficiencies, we pa-

rameterize our uncertainty on the energy scale with a multiplicative correction,

T ′eff = (1 + α)Teff , (8.13)

where α is a free parameter which we have constrained to be 0+0.0044
−0.0095. In 1D,

this means the true PDF with 68% confidence is P ((1+α)Teff), for some value

of α in that interval. Two ways to propagate these parameterized uncertainties

to the rate parameters r are discussed in the next section.

3The constant term in the normalization of the Gaussian has been dropped in the NLL as
it only produces a constant offset with no impact on the location or shape of the minimum.
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Shift-Refit Systematics

The simplest approach, and that used by SNO in previous papers, is to prop-

agate PDF systematics using the “shift-and-refit” technique. The fit is per-

formed with all the systematic parameters at their nominal values (usually

zero). Then the fit is repeated with each systematic varied to its +1σ extreme,

and then again at the −1σ extreme. Each systematic is done separately, ex-

cept in cases where the systematics are believed to be correlated, in which case

they are treated together as a single systematic. The change in the central

value of the rate parameters, r, returned by the fit is taken as a systematic

uncertainty on the rate parameters. These differences (separate for the posi-

tive and negative direction) can be added together in quadrature to obtain a

composite systematic uncertainty.

While easy to compute, shift-and-refit systematics propagation is prob-

lematic for three reasons:

• It assumes that the central fit is at the minimum of the augmented

likelihood space that includes both rate and systematics dimensions. It

is possible that the 1σ transformed PDF is in fact a better fit to the data

than the central value.

• It ignores any further constraint on the systematics that could be offered

by the data itself. For example, the neutrino data has a huge sample of

214Bi events, which give us an excellent measure of the energy resolution

of the detector.

• It neglects correlations between systematics induced by the data in the

fit. As another example, consider a systematic offset in the mean β14 of
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neutrons. This should not be correlated between the D2O and salt phases

due to the completely different neutron capture signature. However, both

systematics affect the NC rate, which we constrain by construction to

be the same in both phases. That assumption indirectly links the β14

uncertainty in both phases.

These issues tend to inflate the final systematic uncertainties on the rates, and

can even lead to counter-intuitive situations where the systematic uncertainty

on a two-phase fit is the average of the separate single-phase fits[51]. One

would normally expect the joint fit to be at least as good as either fit, if not

better than both considered separately.

Nevertheless, we do use the shift-and-refit method for some systematics

as a practical convenience, but we would like to treat a handful of the dominant

systematics in a more consistent way.

Floating Systematics

A better approach to systematics includes the systematic parameters as addi-

tional dimensions in the likelihood space. The minimization algorithm is free

to vary the systematic distortions right along with the event rate parameters.

While we are not interested in the values of these nuisance parameters, al-

lowing them to vary during the minimization of the NLL solves the problems

outlined before:

• Uncertainty in the PDF shape is propagated directly to the neutrino flux

parameters.

• The best minimum is found, even if it requires a non-zero systematic.
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• The data itself may better constrain the systematics than our calibra-

tions, leading to a smaller overall uncertainty.

• Correlations between rate and systematic parameters come directly from

the likelihood space.

Floating systematics has been used before on SNO by J. Wilson[91], although

she implemented it using interpolated histograms and inverse transformations

applied to the data points, rather than direct transformations to the PDF.

This scheme was difficult to apply as it required a computationally expen-

sive numerical integration to renormalize each PDF after any systematic was

changed. As a result, the method was limited to PDF factors which were 1D

or 2D. PDFs with 3 dimensions could not be integrated quickly enough with

sufficient accuracy for minimization.

An alternative signal extraction technique was applied in the third phase

(“NCD phase”) of SNO[92]. Rather than gradient descent, a Monte Carlo

Markov Chain method was used to statistically sample the full likelihood space

in both flux and systematic dimensions. The high dimensionality of the space

requires the use of a large computing cluster to ensure a sufficient statistics

for an analysis.

We solve the systematics problem by taking advantage of the flexibility

of kernel estimators described in Section 7.2.5. The analytic integral allows

the PDF to be renormalized very quickly with high accuracy as systematics
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change. So, we can introduce systematic parameters ∆ into the likelihood,

− logL(r,∆) =
M∑

j=1

Ñj(r,∆)−
N∑

i=1

log

(
M∑

j=1

Ñj(r,∆)× Pj(xi, pi,∆)

)

+
1

2

M ′∑
j′=1

(rj′ − r̄j′)
2

σ2
r̄j′

+
1

2

s∑
k=1

(∆k − ∆̄k)
2

σ2
∆k

. (8.14)

The likelihood now depends on rate and systematic parameters, and both kinds

of parameters can have constraints. For example, an β14 scale systematic has

a constraint based on observations of the reconstructed energy of calibration

sources.

PDFs take a systematic argument, as first shown in Equation 7.38, but

now the Ñj functions which convert rates to numbers of events also depend

on the systematics. This is because the systematic uncertainties can affect the

number of events we would expect to observe for a fixed source intensity, by

moving events into or out of the analysis window. This can be parameterized

by adding an extra renormalization term to Equation 8.10,

Ñj(r,∆) =

(
M ′∑

j′=1

εjj′ × rj′

)
× |{ti|∀i s.t. S(ti,∆) ∈ V }|

|{ti|∀i s.t. ti ∈ V }|
×
∑n

i=1 W (ti, ∆)

n
,

(8.15)

where V is the volume in the space of observables being analyzed, S and W

are the systematic transformation and weighting functions from Section 7.2.5,

and the | | operation counts the number of elements in the set. The middle

fraction counts what fraction of events are still in the analysis window after

systematics, and the last fraction counts how much the detection efficiency has
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been affected by reweighting4.

8.2.5 Ensemble Testing

As a general principle, we do not want to develop and test our signal extraction

method on real data. This can lead to bias, but it also makes troubleshooting

problems more difficult. Instead, we would like to have an ensemble of “fake”

data sets for testing which contain known event compositions and systematic

distortions. Then we can extract the event rates and systematics for many

fake data sets and determine if the fit procedure is correct.

We obtain these fake data sets from the Monte Carlo simulation. When

doing this, it is very important to ensure that the event samples used to build

the PDFs are independent from the events placed into the fake data samples.

It is a common practice to generate fake data by sampling from the PDFs

themselves, however we go one step further. Instead, we take the starting

pool of Monte Carlo events and divide them into two, non-overlapping sets.

One set is used to make PDFs, and the other set is used to construct fake

data. The advantage to this approach is that it allows us to also test if shape

distortions introduced into the PDF by the kernel estimation process have

affected the overall fit. Events drawn from the kernel-estimated PDF would

be automatically consistent with any distortion, and the test fits would look

too good.

Two metrics are useful for testing the correctness of the fit: pull and

bias. We start with Nset fake data sets, each containing an average r̄j′ signal for

4Reweighting systematics are used to account for uncertainties in efficiencies or cross
sections, such as deuteron photodisintegration uncertainties or neutron capture efficiencies.
Variations in these quantities actually change the number of expected events.
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all signal types j, but with the actual number of events randomly drawn from a

Poisson distribution around that mean. Each maximum likelihood fit returns

an optimal value for the parameters r1, r2, . . . rM ′ , as well as an uncertainty

for each parameter σr1 , σr2 , . . . σrM′ . The pull for parameter j′ is

Pull(rj′) =
rj′ − r̄j′

σrj′

(8.16)

and the bias is

Bias(rj′) =
rj′ − r̄j′

r̄j′
. (8.17)

The distribution of the pulls for many fits should tend toward a normal dis-

tribution with a mean of 0 and a width 1. A correct pull distribution demon-

strates that the fit is unbiased, and that the fit uncertainty predicts the vari-

ation that would be observed if the experiment were repeated many times. A

pull distribution with width significantly different than 1 may indicate that

the error-estimation procedure is not accurate. For example, if the negative

log-likelihood space is not sufficiently parabolic, the errors computed by the

HESSE procedure in MINUIT will be inaccurate. The pull distribution can

indicate this, suggesting that a more rigorous error estimation procedure, such

as MINOS, is required. Note that the inclusion of constraints in the likelihood

when there are strongly correlated parameters can actually cause the width of

the pull distribution to be less than 1. Appendix B discusses the origin of this

problem, as well as a solution.

The distribution of the bias does not have any particular shape, but the

mean bias should also be zero for unbiased fits (as the name would suggest).

While pull is more statistically meaningful, the bias is more intuitive since it

shows how far the average fit is from the true value as a fraction or percentage.
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If the average bias is much less than the typical relative uncertainty σrj′
/rj′

returned by the fitter, then we can safely ignore the bias.

8.3 sigex.py

Sigex.py is a signal extraction program that was written by the author to use

kernel estimation and floating systematics in the maximum likelihood formal-

ism described above. The program is implemented in the interpreted pro-

gramming language, Python[93], with performance-critical elements in C++.

PyROOT[94] provides the bridge between the two languages. Much of the

C++ portion of the program leverages the RooFit[95] framework. RooFit was

developed by the BaBar collaboration for a variety of maximum likelihood

fitting tasks, and has been included in the main ROOT[96] distribution since

version 5.12.

Figure 8.1 shows the main stages of the signal extraction process. All

stages are controlled by a configuration file which describes the type of fit to

be performed, including the observables, signals, constraints, systematics, and

transformations. After reading the configuration file, sigex.py goes through

the following process:

• Load Monte Carlo PDF events from disk.

• Apply PDF transformations: Shift-and-refit systematics are implemented

at this stage. Monte Carlo corrections, like those described in Section

8.5 are also applied here.

• Cut to PDF window: The events are chopped to the relevant observable

window. To avoid boundary problems, the PDF is constructed from
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events over a wider observable range than the data.

• Compute Efficiency Matrix: The number of events in each PDF is counted,

and combined with the source rate used in the Monte Carlo to generate

the εjj′ matrix that maps signal rates to numbers of events. A list of

events is kept in memory so that εjj′ can be recomputed as systematics

vary, and events move into and out of the analysis window.

• Construct Kernel Estimator: The PDF event lists are fed into a kernel

estimator function which computes the bandwidth for each event and

mirrors events across PDF boundaries. This data is then passed to the

desired kernel estimator implementation code, either CPU or graphics

card. If the graphics card is used, the events are loaded into graphics

memory at this point.

• Load data set from disk.

• Apply data transformations: This is only used for systematic tests where

a fake data set is given a deliberate systematic offset to see if the fit can

reproduce it.

• Cut data to analysis window: Data events are discarded whose observ-

ables fall outside the specified range. This range is smaller than the PDF

range.

• Build likelihood function: The PDFs and data set are brought together,

and a special fast negative-log likelihood data structure is built.

• Perform minimization: The minimization strategy is specified by the

user, and can include gradient descent or simulated annealing.

219



Monte Carlo PDF Events

PDF TransformationsDataset

Data Transformations

Cut to Analysis Window

Cut to PDF Window

Construct Kernel Estimators Compute Efficiency Matrix

Build Likelihood Function

Description of
Floating Systematics
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Figure 8.1: Data flow for sigex.py application.

• Write fit results: The best fit parameters, uncertainties, covariance ma-

trix, and fit configuration are written to an output file. The file can be

reloaded later to resume the fit, for example to estimate errors with a

more accurate algorithm.

8.3.1 Minimization Algorithm

The actual minimization of the NLL function is performed by TMinuit, a direct

C++ transliteration of the original FORTRAN version of MINUIT5. MINUIT

uses a variable-metric method with inexact line search[97] to descend toward

the minimum, using the local function gradient as a guide. Sigex.py also sup-

5TMinuit should not be confused with Minuit2, a complete re-implementation of MINUIT
in C++ by the original MINUIT author.
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ports simulated annealing6 and a hybrid minimization which combines gradient

descent with simulated annealing. If the likelihood has multiple local minima

in some dimensions, those can be searched using simulated annealing where

each iteration performs a complete gradient descent in the other dimensions.

This method can be much faster than simulated annealing in all dimensions.

8.3.2 Kernel Estimation

Although RooFit includes a kernel estimation implementation, it was found

to be far too slow and limited to use for these fits. An entirely new kernel

estimation implementation was written with the features discussed in Chapter

7, including the ability to float systematics. Both CPU and graphics-card

accelerated versions of the algorithms are included, allowing the software to

run on a variety of systems. The graphics-card version of the code was used

for all fits in this analysis.

One additional feature of this kernel estimator implementation is the

inclusion of event attributes. Event attributes are like observables, but they do

not appear in the dimensions of any PDF. They are extra bits of information

that can be used when floating systematics to determine how to perturb the

event. For example, each Monte Carlo CC and ES event in the PDF can

be tagged with the energy of the neutrino that produced it (as computed by

SNOMAN). In Section 8.9, we use the Eν attribute to reweight the CC and ES

PDFs by the electron neutrino survival probability on the fly during the fit.

This allows θ12 and ∆m2
12 to be treated as systematic (though hardly nuisance)

parameters in the fit via an event weighting systematic.

6From the MathMore library in ROOT.
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8.3.3 Fast NLL Computation

As part of the minimization process, MINUIT will stop after each iteration

and estimate the local partial derivatives by taking small steps around the

current best fit point. Most of the dimensions in the likelihood space are event

rates rather than systematics. Changing a rate does not change the shape of

the PDF, and that provides an opportunity for optimization. If we cache the

PDF evaluations from the previous iteration, we can reevaluate the likelihood

very quickly. In particular, we precompute a matrix

Fij = Pj(xi) (8.18)

which contains the value of every PDF at every point in the data set in the

model. This table can easily be less than 2 MB in size for our fits, enabling

most or all of it to fit into the fast on-chip cache of current CPUs. Looping

over the matrix to compute

− logLpartial = −
N∑

i=1

log

(
M∑

j=1

Ñj(r,∆)Fij

)
(8.19)

can be done very fast. It avoids unnecessary calls to the slow kernel estimation

code, and even turns out to be 100 times faster than the built-in RooFit

caching7.

Whenever a systematic parameter changes, Fij must be recomputed.

We keep track of the dependencies between the PDFs and the systematics,

so that if a systematic parameter changes, we only update the columns of Fij

7RooFit’s caching system is designed for arbitrary PDFs, whereas the fast matrix opti-
mization only works for our particular likelihoods.
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Observable Min Max

Teff 3.5 MeV 12 MeV
β14 -0.12 0.95
R3 0 (550 cm/600 cm)3

cos θ� -1 1

Table 8.2: Analysis window for observables used in all fits.

which have changed. In a fit with no free systematic parameters, Fij only

needs to be computed once, and the minimization can be completed in about

60 seconds. This is critical for the generation of LMA contours described in

Section 8.9.

8.4 Fit Observables

The fits described in Sections 8.8, 8.9 8.10 share the same Monte Carlo events

for PDF construction, and use the same four primary observables: Teff , β14,

R3, and cos θ�. Table 8.2 shows the allowed range for these observables in the

data set. These observables all have corrections and systematic uncertainties

associated with them which we review in the next section.

8.5 Corrections to Observables

Based on studies of the calibration sources, we have developed corrections for

both reconstructed energy (Teff) isotropy (β14) and position. These justifica-

tion for the energy corrections are discussed in Sections 5.3. Some corrections

are applied to just data, or just Monte Carlo, or in a few cases, both, with the

overall goal of bringing data and Monte Carlo into better agreement.
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8.5.1 D2O Data Corrections

The z position is first corrected so that z′, the fixed position, is

z′ = z − 5.0 cm. (8.20)

Then we compute the time drift correction for energy,

C(JD) =

 1.00371 if JD < 9363

1.2308− 2.4254 · 10−5 × JD otherwise
, (8.21)

where JD is the SNO Julian date of the event, and the 2D spatial correction

C(uz, z
′) =



1.00986 + 1.59412 · 10−2 uz + 2.25355 · 10−5 z′

−1.622782 · 10−5 uzz
′

+1.99929 · 10−3 u2
z − 3.03906 · 10−8 z′2 if JD < 9363

1.01028 + 2.1852 · 10−2 uz + 2.49459 · 10−5 z′

−2.46175 · 10−5 uzz
′

+1.24998 · 10−3 u2
z − 6.24735 · 10−8 z′2 otherwise

(8.22)

where uz is the direction cosine along the z-axis. Using these two factors, the

reconstructed energy for D2O data is then

T ′data = −0.10872+1.0277

(
Tdata

0.9968C(uz, z′)C(JD)

)
−0.0012247

(
Tdata

0.9968C(uz, z′)C(JD)

)2

.

(8.23)

The quadratic polynomial compensates for inaccuracies in the reconstruction

at high energy as multiple photons become more likely to strike the same
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PMT.

D2O Monte Carlo Corrections

The energy of Monte Carlo events in the D2O phase has a radial correction

factor,

C(R3) = 1.01159− 0.0389943(R3) + 0.0250065(R3)2, (8.24)

where R3 is the unitless quantity (radius/600 cm)3. This gives the energy for

D2O Monte Carlo,

T ′MC = −0.10872 + 1.0277

(
TMC

C(ρ)

)
− 0.0012247

(
TMC

C(ρ)

)2

(8.25)

Note that the multi-photon polynomial is the same as for data.

The D2O Monte Carlo also has an isotropy correction,

β′14 = 0.9919× β14, (8.26)

which is applied to all Monte Carlo events, regardless of signal type, except

for the analytic PMT model.

Salt Data Corrections

Similar to D2O , salt data has a position correction z′ = z− 5.0 cm. However,

the salt phase has no time dependence correction, as the energy reconstruction

tracks the detector variation directly. There is still a 2D spatial correction
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factor

C(uz, z
′) = 1.00320 + 2.19773 · 10−2 uz + 4.01820 · 10−5 z′

−2.35837 · 10−5 uzz
′ + 1.06100 · 10−3 u2

z,
(8.27)

giving a corrected energy of

T ′data = −0.11492+1.0276

(
Tdata

0.9979C(uz, z′)

)
−0.0012282

(
Tdata

0.9979C(uz, z′)

)2

.

(8.28)

Salt Monte Carlo Corrections

Salt phase Monte Carlo only has one energy correction for the multi-photon

effect (same as data):

T ′MC = −0.11492 + 1.0276 TMC − 0.0012282 T 2
MC (8.29)

Salt Monte Carlo also has an isotropy correction which only applies to

neutron events,

β′14 = 0.9856× β14 + Gauss(0, 0.015) (8.30)

where Gauss(m, σ) is a random value from a Gaussian distribution of mean

m and width σ which is independently drawn for every event. This correction

fixes both the mean and the width of the isotropy distribution for neutrons

to match calibration data. It is important to note that this correction not

only applies to pure neutron signals, such as NC and AV neutrons, but also to

photodisintegration neutrons in PDFs for radioactive backgrounds, like 214Bi
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and 208Tl.

8.6 Normalization Corrections

In addition to corrections to PDF observables, there are also overall normal-

ization corrections required to match up the event acceptance between data

and Monte Carlo. These include:

• hep neutrinos. Less than 1% of neutrinos in the 8B energy range are hep

neutrinos. We subtract these out by fixing hep neutrino PDFs at 1 SSM

in the maximum likelihood fit.

• Conversion of BP2000 SSM to flux units. BP2000, used in generating

the Monte Carlo, predicts 5.15× 10−6 cm−2s−1. The results from signal

extraction should therefore be divided by 1.105 to convert to units of

BS2005. This scale factor is not needed when reporting neutrino flux in

the physical units, cm−2s−1.

• Aborted events in the simulation. A small number of events are aborted

by the Monte Carlo due to tracking errors while propagating photons

through the detector. Compensating for these failures requires reweight-

ing events by W = 1 + 0.0006238Teff . Due to a performance problem

with sigex.py, this scaling was not included in the fits, but instead had

to be propagated as a systematic. It makes a negligible contribution to

the overall uncertainties.

• Target density. The number of deuterons and electrons in the detector

is estimated to be slightly different than the simulation, changing the
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overall interaction rate. CC and NC results must be divided by 1.0122,

and ES by 1.0131[81]. These are applied after the fitting process.

• Additional target nuclei. In the salt phase, neutrinos can also interact

with sodium and chlorine nuclei. This only occurs 0.02% of the time[81],

so a correction is unnecessary.

• Livetime. The burst cuts used to remove spallation events from muons

also generate some deadtime relative to the Monte Carlo. These effects

are included directly in the generation of the efficiency matrix εjj′ by

scaling D2O entries by 0.986 and salt entries by 0.989.

• Sacrifice. The instrumental and high level cuts also induce some sacrifice

of neutrino events. Similar to livetime, εjj′ are scaled by 0.9924 for D2O

phase events, 0.9930 for salt phase “electron-like” events, and 0.9954 for

salt phase neutrons[81]. Sacrifice also has its own systematic uncertainty

associated with it.

8.7 Systematics

Tables 8.3, 8.4, 8.5, 8.6 list each of these systematics, whether they are cor-

related between phases, and the mathematical form of their application to

the PDF. The analytic PMT model has its own systematic uncertainties, de-

scribed in Section 6.3.5, which are summarized in Table 8.7. Finally, there are

a handful of reweighting systematics which relate to efficiencies in Table 8.8.

All of the systematics have been parameterized with one or two free

parameters. The tables show the 1σ confidence interval for each systematic

parameter in each phase. If a systematic is correlated between phases (the
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“Corr?” column), then the +1σ and −1σ displacements should be applied

to both phases in the same direction simultaneously. If systematic is uncor-

related between the phases, then the systematics can be applied separately

and independently. The “Application” column shows the mathematical form

of the transformation. As a shorthand, systematics can use the ? operator to

indicate convolution. These can be applied either as a convolution operation

on the kernel estimator, or by randomly jittering PDF samples by a Gaussian

displacement during the load stage, before constructing the PDF. To avoid

the need for deconvolution to test the negative side of a resolution systematic,

instead we test only the positive direction, but take the displacement of the

fit parameters as a two-sided uncertainty.

8.8 Unconstrained Teff Fit

The unconstrained Teff fit has been traditionally how SNO has obtained spec-

tral information from the neutrino data. The CC and ES PDFs, which carry

energy information about the neutrinos, are chopped up into 0.5 MeV seg-

ments. The CC and ES rate for each energy bin are allowed to freely vary

without constraint from neighboring bins. Other PDFs, like NC and back-

grounds, are not segmented, and retain their energy shape.

There are a number of drawbacks to the unconstrained Teff . Firstly, it

is difficult to interpret. The CC spectrum obtained is not the neutrino energy

spectrum, nor is it even the energy spectrum of CC electrons. Adjacent CC

bins are correlated through the smearing of neutrino energy, first by the CC

differential cross-section, and again by the detector energy resolution. A mono-

energetic electron neutrino which interacts via the charged-current reaction has
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∆ parameter
Type D2O+ D2O– Salt+ Salt– Corr?

Resolution 0.11 -0.11 0.11 -0.11 N
Application: (cos θ�)′ = 1 + (cos θ� − 1)(1 + ∆/100)

Table 8.6: cos θ� systematic uncertainties. Note that if the transformation
moves the observable outside the range of [−1, 1], the observable is given a
random value from that interval.

∆ parameter
Type D2O+ D2O– Salt+ Salt– Corr?

T exp 0.0024 -0.0024 0.008 -0.008 N
R3 exp 0.04 -0.04 0.04 -0.04 Y
R3 flat 1.43 -1.43 0.66 -0.66 Y

β14 intercept 0.04 -0.04 0.04 -0.04 Y
β14 slope 0.04 -0.04 0.04 -0.04 Y
β14 width 0.04 -0.04 0.04 -0.04 Y

Table 8.7: Systematic uncertainties to PMT analytic model parameters. See
Section 6.3.5 for more discussion.

∆ parameter
Type D2O+ D2O– Salt+ Salt– Corr? Application

Neutron Capture 0.0024 -0.0024 0.008 -0.008 N W = 1 + ∆
Photodisintegration 0.04 -0.04 0.04 -0.04 Y W = 1 + ∆

Table 8.8: Other systematic uncertainties. The W variable indicates an
reweighting of PDF samples. Neutron capture uncertainties apply to all neu-
tron events (including NC), but photodisintegration uncertainties only apply
to neutron events in 214Bi and 208Tl PDFs.
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a width of 1.4 MeV in Teff , which spans three energy bins. The unconstrained

fit makes no use of this information, and these correlations do not appear in

the covariance matrix of the CC bins.

The biggest challenge in the unconstrained Teff fit is clearly separating

CC events from 214Bi in the D2O volume. Both kinds of events are character-

ized by a single electron, so isotropy cannot distinguish them. CC events and

214Bi are distributed uniformly throughout the D2O volume, so radius cannot

separate them either. The only handle left to prevent total covariance between

214Bi and CC is cos θ�.

Since the energy shape of CC is free to vary, small PDF biases can cause

adjacent CC bins to move in a correlated way to mimic a background. Early

on in the analysis, we used a CC PDF factorization within each energy bin

of P (β14, R
3) × P (cos θ�) and found bias in the lowest two CC energy bins

(3.5–4.0 and 4.0–4.5MeV) when performing ensemble tests on fake data sets.

The solution was to merge the 2D and 1D factors into a full 3D PDF

in order to capture the 3-way correlation between β14, R3 and cos θ�. Figure

8.2 shows the negatively sloping cos θ� for CC events in three different en-

ergy/radius regions for high β14 (less isotropic) and low β14 (more isotropic

events). At low energies, events near the center of the detector with high β14

have a steeper cos θ� slope, better separating the CC from the internal back-

grounds. If we look at higher radius or at higher energy, the effect goes away.

Only a fully 3D PDF will capture this effect, so we have adopted it in our

PDF parameterization, shown in Table 8.9, for the unconstrained Teff fit.
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Figure 8.2: cos θ� distribution for Monte Carlo CC events in different energy
and radius regimes. The top plot shows events with R < 250 cm and 3.5 <
Teff < 4.0 MeV, which have the best separation from a flat 214Bi background
at high β14. The middle plot shows the outer range 532 < R < 550 cm and
3.5 < Teff < 4.0. The bottom plot shows higher energies in the central region,
with R < 250 cm and 5.5 < Teff < 6.0. Both higher radius and higher energy
events have worse background separation.
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Signal PDF factorization

CC, ES bins Windowk(Teff)× P (β14, R
3, cos θ�)

NC P (Teff , β14, R
3)× P (cos θ�)

PMT Analytic Model (see Chapter 6)
Other backgrounds P (Teff , β14, R

3)× Flat(cos θ�)

Table 8.9: PDF factorization used in unconstrained Teff fit. Windowi(Teff) is
a boxcar function of width 0.5 MeV spanning energy bin k and Flat(cos θ�) is
a constant spanning the entire -1 to 1 observable range.

8.8.1 Ensemble Tests

The first stage of verification is an ensemble test on the 15 fake data sets

we generated from a separate pool of Monte Carlo events. Figures 8.3, 8.4,

and 8.5 show the pull distributions for the CC, ES, and NC+backgrounds,

respectively. There are no major problems with the neutrino signals, although

some of the constrained backgrounds show a narrow pull distribution, while

the unconstrained backgrounds show a pull inconsistent with zero. The bias

plots in Figures 8.6, 8.7, and 8.8 show the bias as a percentage of the true

signal rate we put into the fit. Here we can see the first CC bin shows a 40%

bias. This is not a significant problem as the neutrino signal in that bin has

65% statistical uncertainty, and similarly large systematic uncertainties. The

first CC bin is not particularly interesting as a neutrino flux measurement. We

only include it because we want to measure the background PDFs down to 3.5

MeV, where we get much larger statistics and therefore a better constraint at

higher energy.
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8.9 Fitting for Mixing Parameters

If we assume the three neutrino oscillation model and input θ23, |∆m2
32|, and

approximate density profiles for the Sun and Earth, then we can numerically

integrate forward the νe states through the Sun and Earth to get the survival

probability Pνe→νe as a function of Eν , θ12 and ∆m2
21. To get sensitivity to day-

night asymmetries, we can split this table into a day component and a night

component. Figure 8.9 shows these tables. The daytime survival probability

shows the “MSW triangle” where total conversion from νe to νµ + ντ occurs,

and the nighttime table shows the νe regeneration that happens as neutrinos

pass through the Earth. The reweighting is applied to CC and ES separately

with the functions:

WCC = Pνe→νe(Eν) (8.31)

WES = Pνe→νe(Eν) + 0.1558846(1− Pνe→νe(Eν)). (8.32)

(8.33)

The second term in the ES weighting accounts for the partial sensitivity to νµ

and ντ in that reaction. This sort of direct extraction of contours in signal

extraction has not been done by SNO before. Instead, contours were obtained

from the unconstrained Teff spectrum provided the signal extraction method

described in Section 8.8.

The PDF factorization in this fit is listed in Table 8.10. We divide

the data into four phases: D2O-day, D2O-night, Salt-day and Salt-night. The

background rates are allowed to freely vary between day and night, and be-

tween D2O and salt phase. The signal parameters include:
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Figure 8.9: D2O phase νe survival probability (color axis) during the day
(top) and night (bottom) as a function of log10 tan2(2θ12) and log10(∆m2/Eν).
Tables computed by O. Simard[20].
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Signal PDF factorization

CC, ES, NC P (Teff , β14, R
3)× P (cos θ�)

PMT Analytic Model (see Chapter 6)
Other backgrounds P (Teff , β14, R

3)× Flat(cos θ�)

Table 8.10: PDF factorization used in the mixing parameter fit and the poly-
nomial survival probability fit. Flat(cos θ�) is a constant spanning the entire
-1 to 1 observable range.

• f8B: Total neutrino flux from the Sun. This sets the overall scale of CC,

ES and NC events in all four phases.

• log10 tan2(2θ12)

• log10(∆m2)

The last two parameters are treated as reweighting systematics and applied

to the CC and ES events using the 2D table shown in Figure 8.9 (and the

equivalent table for the salt phase). While we can certainly optimize the mixing

parameters through gradient descent in the likelihood space, it is probably

more interesting to be able to map out the 1, 2, 3 and 4σ contours. The speed

of sigex.py allows us to rapidly grid scan over a specific region of parameter

space, fixing the mixing parameters, and performing a full signal extraction

allowing f8B and the backgrounds to float. Each grid point takes about 2

minutes to evaluate, including rebuilding the NLL table and running MINUIT.

Figure 8.10 shows the contours for a fake data set that has no distor-

tion or day-night asymmetry. The figure also compares the contours to those

generated without a separation of day and night events. The day-night effect

gives SNO a much better handle on ∆m2.
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Figure 8.10: Mixing parameter contours in the LMA region extracted from
a fake data set including day-night variation (top) and without separating
day-night (bottom). Statistical uncertainties only.
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8.10 Fitting for Survival Probability

Fitting for mixing parameters is very powerful, but it gives no information

about new physics that might change the transition from vacuum to mat-

ter dominated-oscillations. To see unexpected distortion in the spectrum we

need to remove the constraints of the model. However, as we saw in the un-

constrained Teff and Eν fits, too many free parameters can be a bad thing,

especially when correlations are involved. However, if we postulate a simple

phenomenological form:

Pνe→νe(Eν) = p0 + p1(Eν − 10.0MeV) + p2(Eν − 10.0MeV)2. (8.34)

The choice of 10 MeV as the origin of the quadratic expansion is because that

energy is right in the region of greatest sensitivity for SNO. Expanding the

function about that point helps to decorrelate p0 from the other parameters.

In the survival probability fit, our free parameters are:

• f8B: Total neutrino flux from the Sun. This sets the overall scale of CC,

ES and NC events in all phase.

• p0,day,p1,day,p2,day: Survival probability for events during the day.

• p0,night,p1,night,p2,night: Survival probability for events during the night.

These seven parameters, along with their uncertainties and covariance matrix,

should make it relatively easy to test or constrain any model of new physics

which would affect the neutrino survival probability.

The PDF factorization in the survival probability fit same as before,

as is the division of the D2O and salt phases into separate day and night
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Figure 8.11: Extracted survival probability for day and night from a fake data
set with no spectrum distortion and no day-night asymmetry. Error bands are
statistical only.

components. In order to display the survival probability as a function of

energy with errors, we can draw randomly from the a Gaussian distribution of

the pi parameters, including correlations, and map out a 1σ error band, like

that shown in Figure 8.11 for a fake data set.

8.11 Summary

Thanks to the flexibility of kernel estimated PDFs, we have the freedom to

perform a wide variety of signal extraction methods, each with their own

strengths and weaknesses. For comparison with previous SNO results, the

unconstrained Teff is important, but the most difficult to perform at low energy.
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Fitting for mixing parameters or survival probability polynomial coefficients

is much more powerful and useful for analysts outside SNO.
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Chapter 9

Results and Conclusion

This chapter shows the application of the signal extraction techniques de-

scribed in the previous chapter to 1/3 of the D2O and salt phase data sets.

9.1 Unconstrained Teff Energy Fit

For this fit, we chose to float the following systematics:

• Energy resolution: D2O and salt phase uncorrelated

• PMT energy exponential parameter: D2O and salt uncorrelated

• PMT R3 flat parameter: D2O and salt uncorrelated

• β14 scale, electrons: D2O and salt uncorrelated

• β14 scale, neutrons: D2O and salt uncorrelated

• β14 energy dependence: D2O and salt correlated
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All other systematics discussed in Section 8.7 are propagated with the shift

and smear technique.

Figures 9.1, 9.2, 9.3, 9.4 show 1D projections from the fit to the 1/3 data

set. Table 9.1 lists the neutrino flux parameters in units of SSM (BP2005), with

normalization corrections described in Section 8.6. Extracted backgrounds,

in units of events are listed in Table 9.2, and values of floated systematic

parameters are shown in Table 9.3. The CC and ES Teff spectra are plotted

in Figure 9.5.

9.2 Other Fits

While the unconstrained Teff fit is the primary result, we can also get a pre-

view of how the other signal extraction techniques will perform when their

implementation is finalized. These other methods will play a significant role

in the result to be published in the coming months.

9.2.1 Mixing Parameter Scan

Figure 9.6 shows the contours obtained by scanning the mixing parameter

space with the 1/3 data set, separating events into day and night zenith bins.

Backgrounds day and night have been allowed to independently vary. Ulti-

mately, we will need to reassess day-night asymmetry in the detector response

to propagate systematic uncertainties to these contours.
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Figure 9.1: 1D Teff projection of unconstrained Teff fit with 1/3 data. D2O
phase is shown on top, salt phase on bottom.
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Figure 9.2: 1D β14 projection of unconstrained Teff fit with 1/3 data. D2O
phase is shown on top, salt phase on bottom.
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Figure 9.3: 1D R3 projection of unconstrained Teff fit with 1/3 data. D2O
phase is shown on top, salt phase on bottom.
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Figure 9.4: 1D cos θ� projection of unconstrained Teff fit with 1/3 data. D2O
phase is shown on top, salt phase on bottom.
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Signal Value Fit Uncert Syst Uncert
cc3.5 0.163 ±0.237 +0.136

−0.147

cc4.0 0.191 ±0.073 ±0.045
cc4.5 0.307 ±0.048 ±0.010
cc5.0 0.256 ±0.041 ±0.008
cc5.5 0.312 ±0.039 ±0.005
cc6.0 0.344 ±0.037 ±0.003
cc6.5 0.300 ±0.032 ±0.006
cc7.0 0.298 ±0.031 ±0.005
cc7.5 0.286 ±0.029 ±0.005
cc8.0 0.261 ±0.028 ±0.004
cc8.5 0.269 ±0.029 ±0.005
cc9.0 0.247 ±0.030 ±0.004
cc9.5 0.285 ±0.035 ±0.002
cc10.0 0.346 ±0.043 ±0.002
cc10.5 0.342 ±0.050 ±0.004
cc11.0 0.177 ±0.044 ±0.001
cc11.5 0.303 ±0.067 +0.031

−0.002

es3.5 0.419 ±0.263 ±0.046
es4.0 0.744 ±0.151 ±0.030
es4.5 0.326 ±0.111 ±0.017
es5.0 0.679 ±0.142 ±0.025
es5.5 0.404 ±0.130 ±0.012
es6.0 0.232 ±0.123 ±0.015
es6.5 0.414 ±0.131 ±0.014
es7.0 0.481 ±0.157 ±0.021
es7.5 0.593 ±0.166 ±0.007
es8.0 0.461 ±0.167 ±0.019
es8.5 0.659 ±0.209 +0.021

−0.031

es9.0 0.296 ±0.175 ±0.023
es9.5 0.786 ±0.261 ±0.016
es10.0 0.280 ±0.251 ±0.021
es10.5 0.291 ±0.294 +0.017

−0.050

es11.0 0.652 ±0.351 +0.028
−0.014

es11.5 0.000 ±0.140 ±0.000
nc 0.842 ±0.039 ±0.022

Table 9.1: Neutrino flux extracted from 1/3 data set fit in units of BS2005
SSM (5.69× 106 cm−2s−1). “Fit Uncert” includes both statistical uncertainty
and the uncertainty from floated systematics.256



Bkg Events Fit Uncert Syst Uncert
D2O , AV n 42 ±29 −9/ + 7
D2O , 214Bi AV 0 ±58 −0/ + 0
D2O , 214Bi D2O 623 ±50 −64/ + 86
D2O , 214Bi H2O 65 ±10 −1/ + 1
D2O , 208Tl AV 269 ±46 −60/ + 80
D2O , 208Tl D2O 104 ±33 −36/ + 32
D2O , 208Tl H2O 33 ±10 ±1
D2O , 208Tl PMT 873 ±47 −161/ + 225
Salt, 24Na 117 ±32 −3/ + 3
Salt, AV n 0 ±19 ±0
Salt, 214Bi AV 6 ±2243 −28/ + 62
Salt, 214Bi D2O 908 ±84 −176/ + 213
Salt, 214Bi H2O 91 ±24 −2/ + 2
Salt, 208Tl AV 454 ±276 −64/ + 44
Salt, 208Tl D2O 209 ±79 −130/ + 125
Salt, 208Tl H2O 49 ±14 −1/ + 1
Salt, 208Tl PMT 2047 ±387 −249/ + 563

Table 9.2: Number of background events extracted from 1/3 data set. “Fit
Uncert” includes statistical and floating systematic uncertainties. The large
uncertainty for salt 214Bi AV is due to MINUIT’s estimate of the error being
skewed by the boundary.

257



cc3.5 cc4.0 cc4.5 cc5.0 cc5.5 cc6.0 cc6.5 cc7.0 cc7.5 cc8.0 cc8.5 cc9.0 cc9.5 cc10.0
cc10.5

cc11.0
cc11.5

nc

SS
M

 (B
S2

00
5)

0

0.2

0.4

0.6

0.8

1

es3.5 es4.0 es4.5 es5.0 es5.5 es6.0 es6.5 es7.0 es7.5 es8.0 es8.5 es9.0 es9.5 es10.0
es10.5

es11.0
es11.5

SS
M

 (B
S2

00
5)

0

0.2

0.4

0.6

0.8

1
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Parameter Fit Value Original Constraint
D2O Phase, Teff resolution 0.026± 0.014 MeV (None)
D2O Phase, β14 e− scale 0.0001± 0.0036 0± 0.0042
D2O Phase, β14 n scale −0.0002± 0.0022 0± 0.0024
D2O Phase, PMT Teff exp −6.38± 0.42 −7.65± 0.77
D2O Phase, PMT R3 flat 0± 0.42 3.31± 1.43
Salt Phase, Teff resolution 0.015± 0.019 MeV (None)
Salt Phase, β14 e− scale 0.0± 0.0022 0± 0.0024
Salt Phase, β14 n scale 0.0003± 0.0035 0± 0.0038
Salt Phase, PMT Teff exp −6.7± 1.0 −7.25± 0.49
Salt Phase, PMT R3 flat 6.32± 2.08 1.07± 0.66
β14 Energy Slope (−4.1± 5.2)× 10−4 (0± 6.9)× 10−4

Table 9.3: Best fit values of floated systematic parameters.

Parameter Day Night
p0 0.349± 0.041 0.323± 0.038
p1 0.010± 0.014 0.005± 0.013
p2 −0.0117± 0.0097 −0.0007± 0.0087
8B flux (SSM, BP2000) 0.991± 0.056

Table 9.4: Parameters from polynomial survival probability fit to 1/3 data.
Definition of parameters given in Equation 8.34.

9.3 Survival Probability Polynomial Fit

The polynomial survival probability fit extracts a quadratic survival proba-

bility for day and night events separately. Figure 9.7 shows the extracted

probability for the 1/3 data set and the 1σ statistical error bands. Table 9.4

lists the fit parameters from Equation 8.34 and Table 9.5 shows the correlation

matrix.
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Figure 9.7: Polynomial survival probability fit to 1/3 data set and 1σ error
band. Only statistical errors show.

p0,day p1,day p2,day p0,night p1,night p2,night
8B flux

p0,day +1.000 −0.313 −0.693 +0.353 −0.200 +0.058 −0.558
p1,day −0.313 +1.000 +0.092 −0.166 +0.094 −0.027 +0.262
p2,day −0.693 +0.092 +1.000 +0.026 −0.015 +0.004 −0.042

p0,night +0.353 −0.166 +0.026 +1.000 −0.353 −0.598 −0.633
p1,night −0.200 +0.094 −0.015 −0.353 +1.000 +0.037 −0.359
p2,night +0.058 −0.027 +0.004 −0.598 +0.037 +1.000 −0.105
8B flux −0.558 +0.262 −0.042 −0.633 −0.359 −0.105 +1.000

Table 9.5: Parameter correlations from polynomial survival probability fit to
1/3 data. Definition of parameters given in Equation 8.34.
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9.4 Conclusion

Neutrino physics is entering the precision era. The vast quantity and variety

of neutrino data being collected is giving us the evidence needed to put the

three neutrino oscillation model through even stricter verification. In the solar

neutrino sector, the transition from vacuum to matter-dominated oscillation

as a function of energy is a powerful indicator of new physics that couples to

neutrinos. Phenomena as diverse as non-standard interactions or mass-varying

neutrinos can modify the electron neutrino survival probability in this critical

transition region.

The Sudbury Neutrino Observatory contributed significantly to the dis-

covery and verification of solar neutrino oscillation in previous papers. Using

the experience we have gained since then, we are now pushing the SNO data

set to explore energies lower than previously though possible. Including events

with reconstructed kinetic energies as low as 3.5 MeV nearly doubles the NC

statistics over previous analyses, and quadruples the number of observed CC

events generated by neutrinos with less than 8 MeV of energy. Together, these

advances will enable SNO to make the most precise measurement of the mixing

angle θ12 and the total flux of 8B neutrinos.

In order to analyze data that low in energy, a complete top-to-bottom

overhaul of the analysis had to be undertaken by the SNO collaboration. In

Chapter 5, I described a spatial correction to the reconstructed energy which

makes the energy scale much more uniform. The correction, along with a new

method for assessing energy systematics, reduces the contribution of detector

non-uniformity to the final energy scale systematic uncertainty to 0.2% in the

D2O phase and 0.3% in the salt phase.
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The proliferation of backgrounds at low energy require us to rely more

heavily on the Monte Carlo to generate PDFs for all these sources of events.

The background verification described in Chapter 6 shows that the Monte

Carlo does accurately reproduce the background data we see in the detector,

although the PMT PDFs must be constructed from an analytic model due to

a lack of Monte Carlo events.

I have applied the kernel estimation formalism to PDF construction,

which has not been used on SNO before. This well-established statistical

technique allows non-parametric, continuous PDFs to be constructed from an

event sample without binning. PDFs in this form can be distorted contin-

uously, which opens up a natural way to float systematic uncertainties on

non-parametric PDFs. A new kernel estimator implementation strategy, in-

cluding both algorithmic improvements and the use of commodity 3D graphics

cards as coprocessors, was described in Chapter 7. Together, these modifica-

tions have improved the performance of kernel estimation by several orders of

magnitude, enabling complex maximum likelihood fits to be performed on a

standard computer workstation.

The flexibility of kernel estimators opens up new signal extraction op-

tions. Traditionally, SNO has fit for an unconstrained CC and ES Teff spectra,

and then analyzed that spectra to obtain neutrino mixing parameters and con-

tours. I have also performed this kind of signal extraction for the low energy

analysis, but also demonstrated two other methods. Both the mixing param-

eter fit and the polynomial survival probability fit treat the electron neutrino

survival probability as a systematic. The fast kernel estimator code allows the

likelihood function to be evaluated over and over as this probability function

varies, either within the three neutrino oscillation model, or using a completely
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phenomenological quadratic function.

The polynomial fit is especially useful because it allows direct testing

of new models on the SNO data set. One only needs to Taylor expand a

prediction of Pνe→νe around 10 MeV (Eν), and compare coefficients to the fit

values and covariance matrix. Previously, testing a model required applying

the survival probability to the 8B spectrum and propagating that distribution

through the detector response. Then the predicted Teff could be compared to

the published data. With the polynomial fit, we have removed the detector

response already, simplifying this procedure greatly.

Using 1/3 of the SNO data from the D2O and salt phases, we have per-

formed all three of these fits. Full systematics have been propagated through

the Teff fit, given a measured NC flux of 4.79 ± 0.22 (stat) ± 0.13(syst) ×

106 cm−2s−1. This is in excellent agreement with the previously published

D2O and salt phase results:

D2O phase NC = 5.09+0.44
−0.43(stat) +0.46

−0.43(syst)× 106 cm−2s−1

Salt phase NC = 4.94+0.21
−0.21(stat) +0.38

−0.34(syst)× 106 cm−2s−1

Additionally, no significant distortion of the CC spectrum is observed in either

the Teff fit or the polynomial survival probability fit.

In future work we will apply the signal extraction described in this

dissertation to the full D2O and salt phase data sets. In addition, we will

propagate detector systematics through the polynomial fit to provide the most

accurate day and night survival probabilities to the physics community. With

that data in hand, we will either add another result in support of the neutrino

oscillation model, or perhaps pry open a window to new physics.
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Appendix A

General Purpose Computing

with Graphics Cards

Like all consumers of computing resources, physicists have benefited greatly

from the rapid technological advancement of inexpensive computers. This

growth is usually expressed in terms of Moore’s Law[98], which initially pre-

dicted a doubling every year of the number of transistors which could be eco-

nomically placed into a single integrated circuit.1 CPU designers find them-

selves with an exponentially growing number of transistors per chip which

they apply to the real problem: producing an exponential growth in CPU

performance.

Converting more transistors to more performance is a non-trivial task.

Most common programming languages express computation as a linear se-

quence of arithmetic and memory operations, whose flow is controlled by

branching and looping statements. To run sequential programs faster, CPU

1Moore later revised his prediction to a doubling every 2 years, though it is frequently
quoted as doubling every 18 months[99].
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designers have had to increase clock rates, and decrease the number of clock

ticks required to complete each instruction. Moore’s Law says nothing about

CPU clock rates, but a side-effect of packing more transistors onto a silicon

wafer is that the transistors naturally get smaller. With shorter paths to

travel, signaling times and power usage can be reduced, allowing clock rates

to be increased.

However, system memory speeds have not kept up with CPU clock

rates, so modern CPUs now include a memory cache to keep recently used

data on-chip[100]. Caching has become so important that many CPUs now

spend half of their total transistor count on various layers of memory caches.

CPUs also use a large number of transistors to discover and exploit instruction-

level parallelism in a program. When a sequence of instructions operate on

different registers or memory locations, the instructions can be reordered, or

processed partially in parallel to keep all parts of the CPU actively doing

work. Identifying register dependencies and pipelining instructions through

the various CPU stages is a challenging task, and requires a lot of transistor

logic to achieve.

A.1 The Graphics Processing Unit

Along side the evolution of consumer CPUs, the graphics processing unit (or

GPU) has grown in capability and complexity. The GPU controls the video

monitor on a workstation or laptop, acting as an intermediary between the

CPU and the analog or digital signaling (VGA or DVI) to the monitor. Orig-

inally the GPU was not much of a processor, just a chip which copied 2D

array of pixels to the screen at some fixed rate. However, the GPU slowly
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acquired more and more functionality, until today, where it now acts as a full

3D rendering coprocessor.

GPU designers have access to the same silicon fabrication technology

as CPU designers, but a different computing task to solve. Rendering 3D

environments to raster display devices is inherently a parallel activity, and

therefore demands a different type of processor. Modern GPUs emphasize

large numbers of identical, programmable floating point units with limited

looping and branching ability, fed directly by a wide memory bus with little

or no caching2. Transistor count per execution unit is conserved by having a

reduced instruction set, and sharing instruction decoders between arithmetic

units, thereby requiring that some or all units be doing exactly the same

operations at the same time.

In the past few years, two major advancements have made GPUs po-

tentially usable for general purpose computation. First, texture3 processing

was expanded to include nearly IEEE-compliant 32-bit floating point opera-

tions. Second, shader languages were standardized which allowed application

developers, rather than than graphics driver authors, to directly program the

floating point units. The purpose of these languages was to give developers

the freedom to create new lighting and surface effects without having to wait

for such functions to be implemented directly in hardware. These languages

include all standard math operations and transcendental functions, as well as

3D vector operations. In principle, they could be applied to any calculation

task, and not just pixel shading. Thus was born the field of general purpose

2The memory access pattern in 3D rendering would be unlikely to benefit from cache
memory unless the cache were nearly the size of the main graphics memory.

3A texture is a 2D raster image which is mapped onto the surface of a 3D object to give
it color and texture, like that of a brick wall for example.
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Athlon 64 X2 (CPU) GeForce 8800 GTX (GPU)
Processor clock rate 2.4–3.0 GHz 1.35 GHz
Execution cores 2 96–128
Transistor count 164–243 million 681 million
On-chip Memory 1–2 MB 256 kB
Off-chip Memory Bus 128 bit 384 bit
Off-chip Memory Capacity 4 GB (or more) 768 MB
Approximate GFLOPS 5–10 346

Table A.1: Comparison of example CPU and GPU characteristics. (Note that
GFLOPS can be a very inaccurate measure of performance and are shown here
just as an illustration of the dramatically different floating point capabilities
of the devices.) Data from [101] and [102].

GPU (GPGPU) computing.

Modern GPUs have phenomenal computing power compared to CPUs,

as shown in Table A.1. Ultimately, this comes from the different needs of

the GPU. The enormous cache memory of the CPU is not necessary on the

GPU, allowing those transistors to be “spent” on additional floating point

arithmetic units. Figure A.1 shows a comparison of the die for an AMD Quad

Core Opteron CPU, and the NVIDIA G80 GPU.

A.2 NVIDIA’s Compute Unified Device Ar-

chitecture

NVIDIA, one of the major manufacturers of high-end GPUs, released a revised

GPU architecture in November 2006 which supports both standard 3D ren-

dering tasks, as well as general purpose computation. Using their “Compute

Unified Device Architecture” (CUDA) development tools, the GPU execution
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Figure A.1: AMD Quad Core Opteron CPU die image (top) compared to
the NVIDIA G80 GPU (bottom). The area devoted to arithmetic is denoted
“FPU” (“Floating Point Unit”) in the CPU image and “SM” (“Streaming
Multiprocessor”) in the GPU image. A much greater area on the GPU is used
for floating point arithmetic. Images from [103] and [104].
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units and device memory can now be directly accessed by the user-written

programs[101].

CUDA is a programming model for GPUs manufactured by NVIDIA

geared toward data-parallel processing. There are many parallel programing

models, and data parallelism [105] is an approach that treats a computation

as a task that to be applied to many data elements independently and simul-

taneously. This is very similar to the vector operations that were supported

by older supercomputers, most notably the Cray-1[106].

Beyond just a programming interface, CUDA also describes general

hardware architecture to be implemented by the GeForce 8 series and future

GPUs. Previous GPU designs divided the chip resources into specific vertex

shaders, rasterizers, interpolators, and pixel shaders. In a break with this

tradition, CUDA is a more homogenous architecture, which allows the same

computing resources to be used for different and potentially non-graphical

tasks.

A CUDA-capable GPU consists of 1 or more multiprocessors connected

to off-chip memory called device or global memory. Device memory is on the

same circuit board as the GPU, and is distinct from the main system memory

used by the CPU. The multiprocessors all access device memory through a

single memory bus, which can supply up to 104 GB/sec in some devices. While

much faster than normal system memory, device memory can have hundreds

of clock cycles of latency. The device memory is most effectively used when

many consecutive read operations are issued at once, and can be coalesced by

the hardware into several large reads.

Current NVIDIA products place anywhere from 1 to 16 multiprocessors

on a single chip. A multiprocessor contains several logical units (Figure A.2):
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• Instruction decoder—Low level instructions are converted into control

signals to activate different operations. There is one instruction decoder

per multiprocessor.

• Stream processors—Each stream processor has its own set of local reg-

isters and contains an integer and floating point arithmetic logic unit

(ALU). Current devices have 8 stream processors per multiprocessor.

• Shared memory—Memory space that is visible to all stream processors

within a multiprocessor. Different multiprocessors cannot access each

other’s shared memory. Current devices have 16 kB of shared memory

per multiprocessor. Shared memory is useful for algorithms that need to

exchange data elements between parallel calculations.

• Constant cache—An 8 kB cache which provides quick access to global

constants.

• Texture cache—An 8 kB cache which optimizes reads to 1D, 2D or 3D ar-

rays which are read in a spatially localized manner. To support graphical

applications, the texture cache also provides hardware linear interpola-

tion between array elements, which is useful in applications that want

to interpolate a lookup table.

To control the hardware, the user writes a function called a kernel4. The

user then specifies how many copies of the kernel to execute simultaneously

by defining a thread grid. The thread grid organizes threads of execution into

groups called blocks. A block of threads all run on the same multiprocessor,

4Not to be confused with the Gaussian kernel in kernel estimation.
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Figure A.2: Hardware design of a CUDA device. Figure from [101], pg 14.
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and so can exchange data with each other during execution through the shared

memory on the multiprocessor.

It is important to note that threads on a CUDA GPU are not like

threads on a CPU. Threads are handled in groups of 32, called warps. All

threads in a warp must be executing the exact same instruction. At an if-

statement, if half the threads in a warp take one branch, and the other half take

the other branch, the thread scheduler will split the group into two half-full

warps. The blank slots in each warp will cause the ALUs to be underutilized

in this case. This is a significant limitation to the kinds of algorithms which

can be implemented efficiently in CUDA.

Also in contrast to threads on the CPU, CUDA threads are extremely

lightweight and have essentially zero scheduling overhead. A normal, compute-

heavy CPU program with 100 threads would have horrible performance due to

the operating system overhead of switching between threads. CUDA programs

typically have 10,000 threads in-flight at any given time. A significant change

in perspective is required to effectively program for GPU, rather than CPU,

parallelism.

A.3 Kernel Estimation in CUDA

Kernel estimation is a trivially data-parallel task. Equation 7.38 can be imple-

mented by computing each of the exponentials in parallel, then summing the

terms together using a reduction stage. Reduction can be efficiently performed

in parallel by doing pair-wise additions of adjacent elements, reducing the list

of values to sum by half in each iteration.

In the context of a maximum likelihood fit, there is an even higher
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layer of parallelism in the calculation. Not only does evaluation of the kernel

estimator at given x require summing over n Gaussians, but we also need

evaluate it at N different x, corresponding to the actual events observed in

the data set. In fact, it is much more efficient to compute the value of the

kernel estimator at 64 different x at a time, rather than repeating the kernel

call for each x individually.

A.3.1 Setup

Communication between the GPU and the CPU take place over a (relatively

speaking) slow interconnect, the PCI-Express bus. To minimize the usage of

this bus, we load all of the PDF events and the events from the data set into

the device memory of the card once at the beginning of the program. At this

stage, we can also apply the partitioning optimization described in Section

7.2.4. The GPUs used in this analysis had between 512 MB and 768 MB of

on-card memory, necessitating the use of fewer partitions to conserve space.

Floating point numbers have three parts: a sign bit s, a mantissa m,

and an exponent p. Single precision numbers use 1 bit for the sign, 23 bits

for the mantissa5, and 8 bits for the exponent, using 32 bits in total. The

real number which corresponds to a single precision floating point number is

defined to be

f = −1s ×m× 2p−127, (A.1)

where 127 is called the exponent bias. The scientific notation format of float-

ing point gives it a large dynamic range, suitable for representing physical

5By requiring non-zero floating point numbers to be normalized in a particular way, the
IEEE 754 standard can define an implicit leading mantissa bit of 1. This gives the single
precision mantissa effectively 24 bits of precision while only using 23 in the storage format.

274



quantities of vastly different magnitudes.

To further save space in device memory, a special “fixed point” rep-

resentation of PDF events was used instead of floating point. Fixed point

representations eliminate p, leaving just a fixed exponent bias. To represent

the observable tij on the GPU, I used the fixed point format:

f = m× 2−11 (A.2)

where m is a signed, 16-bit integer between -32768 and 32767. The fixed point

format can represent real numbers between −16 and 15.999 with roughly 5

significant (decimal) figures of precision. To map the observable range of tij

to this interval, we use the mean t̄j and the RMS σj of the entire PDF as a

basis. Then each observable takes the form:

tij = t̄j + σj × (mij × 2−11).s (A.3)

On the GPU, we only need to store the mij for each event, and the (t̄j, σj) for

each PDF, cutting the total memory requirement in half compared to normal

floating point. In exchange, we have introduced some quantization error into

the PDF events. Five significant figures is sufficient to represent any observable

in SNO with realistic accuracy, so this is a negligible effect.

Since we are using the semi-adaptive bandwidth method, there are only

a small number of unique bandwidths hij in a given PDF. We only need to

store the partition number of the event to be able to retrieve the bandwidths

from a lookup table. A 16-bit integer is sufficient for this as well. Thus, the

GPU storage required for each PDF event is 2(d + 1) bytes, rather than 8d
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bytes with 32-bit floating point values. This is not only a huge savings in

device memory, but also a huge savings in device memory bandwidth, as each

PDF event needs to be copied from device memory to the individual stream

processors during the calculation.

Compared to the tens of millions of PDF events across all of the different

signals, there are relatively few data events (roughly 27,000). The observables

for data events are stored in the standard single precision floating point format.

A.3.2 Evaluation

With the PDF and data events preloaded onto the card, the evaluation of the

kernel estimator for all of the data events proceeds as shown in Figure A.3.

The mapping of work onto the CUDA thread-block structure is as follows:

• A block contains 64 threads, with each thread responsible for accumu-

lating the sum of Gaussians at the location of a single data event.

• A total of 96 blocks are launched, with 1/96 of the total number of PDF

events assigned to each block. Different blocks read disjoint sets of PDF

events.

Prior to the beginning of the GPU code, the CPU code loads all of the cur-

rent systematics parameters into the constant memory on the GPU. Constant

memory is chosen because it is very efficient at broadcasting small amounts of

data to every thread.

Load Bandwidth Table

In the first stage of GPU execution, the threads in a block work together to

copy the small bandwidth table into the fast shared memory of each multi-
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Figure A.3: Flowchart for evaluation of the kernel estimator on the GPU.
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processor. These values are frequently accessed so copying them closer to the

stream processors gives a major speed boost.

Load PDF Chunk

The main body of the evaluation code is a sequence of load, transform, compute

stages. In the load stage, the 64 threads in each block work together to copy

a “chunk” of 64 PDF events into the shared memory. During this process,

the event observables are converted from the fixed point representation to the

usual floating point representation.

Apply Systematics

The current parameters for systematics are read from constant memory, and

the transformations are applied to the PDF events in shared memory. To allow

systematics to alter the bandwidths, the corresponding bandwidth vector for

each PDF event is also looked up by index and copied to a temporary location

in shared memory before systematics are applied.

As a bonus, the GPU hardware provides free linear interpolation in 1D,

2D, and 3D. Systematics that use lookup tables, like the reweighting events

by the Pνe→νe survival probability table, make use of this hardware to sample

between table entries with no additional arithmetic.

Compute Gaussians

At this stage, the role of each thread in the block switches. Before, each thread

was responsible for loading and transforming a PDF event into shared memory.

Once that is complete, the thread then becomes responsible for accumulating
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the sum of exponentials for a single data event. Every thread in the block

loops over the 64 PDF events, computes the exponential as shown in Equation

7.38, and updates the sum in a thread-local register.

A kernel estimator is a large sum of potentially millions of terms, which

raises the problem of roundoff error. Floating point arithmetic, being based

on finite precision scientific notation, is very good at limiting the growth of

fractional error in multiplication. When performing addition, errors can ac-

cumulate if operands of very different magnitudes are added together. For

example, suppose we are working in a base-10 floating point system with 4

significant digits. The sum,

1.000× 101 + 3.142× 100 = 1.314× 101, (A.4)

has an absolute error of 2 × 10−3, a reasonable error relative to the precision

of our floating point numbers. However, suppose we perform the sum,

1.000× 101 + 3.142× 10−4 = 1.000× 101. (A.5)

The error now is 3.142× 10−4, also a small value, but the answer is the same

as one of the operands. If this addition is being performed 1 million times, the

total sum will be:

((1.000× 101 + 3.142× 10−4) + 3.142× 10−4) . . . + 3.142× 10−4 = 1.000× 101.

(A.6)

Due to the intermediate rounding at each stage, the answer is the same as

before, and the error in this sum is 3.142 × 102! The easiest solution to this

problem is to use floating point numbers with more significant digits. For this
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reason, double precision arithmetic, which expands the mantissa from 23 to 52

bits, is most commonly used in scientific computing. The GPUs used in this

analysis have no double precision hardware, and software emulation of double

precision on single precision hardware is very slow.

A simpler solution was described by Kahan[107] in 1965, now called

Kahan summation. In this algorithm, two accumulator registers are used: a

sum register, and a compensation register. Let sum be the summation register,

c be the compensation register, and terms[] be an array (indexed from 0) of

size N of values to sum. The Kahan summation algorithm is:

sum = terms[0]

c = 0.0

for i = 1..N-1

begin

y = terms[i] - c

t = sum + y

c = (t - sum) - y

sum = t

end

By continually accumulating the error in c and reintroducing it into the sum,

the loss of precision in large sums is reduced significantly. This algorithm

requires four times as many additions as normal summation, which is much

better than the 11-fold increase in additions required to emulate double pre-

cision using the DSFUN90 library[108].
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Write Sums

Once all of the PDF chunks assigned to this thread block have finished, each

thread in the block writes to device memory the partial sum it has accumu-

lated.

Reduction

Finally, to obtain the PDF values for the data events being evaluated, a second

GPU function is called which adds together the 96 partial sums (one for each

thread block) for each data event in parallel. Once this process is complete,

the value of the PDF for every event in the data resides in device memory, and

can be copied back to the CPU for use in calculating the likelihood function.

A.4 Summary

The production of inexpensive, commodity CPUs has fueled the rapid expan-

sion of computational power available to physicists. We are seeing the first

stages of a secondary expansion of scientific computing power, driven by mas-

sively data-parallel hardware, like graphics processing units. For highly par-

allel tasks, current GPU hardware offers a ten-fold increase in floating point

capability that can be added to any recent workstation for $300 or less.

The development tools required to harness this power are still in their

infancy, though. NVIDIA’s CUDA toolkit requires rethinking and rewriting

code to run calculations on a GPU. Having invested the effort, we have found

that kernel estimation is particularly amenable to GPU parallelization. The

techniques described in this appendix give an additional 8x increase in speed
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over our most highly optimized CPU kernel estimation code. A task like

gradient descent maximum likelihood fitting does not distribute well over many

computers, so boosting the speed of a single computer with a GPU is the ideal

solution.
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Appendix B

Constraints and Correlations: Is

Your Pull Normal?

The discussion of pull distributions in Section 8.2.5 notes that the presence of

constraints and strongly correlated parameters can cause the pull distribution

to have a width less than 1.

To illustrate this problem, we will consider a toy model in which we have

two signals A and B, and we wish to measure the number of events NA and NB

in our data set. Let’s suppose we were late on the day analysis projects were

handed out, and got stuck with with the fit no one wanted to do, as shown in

Figure B.1. Signals A and B have nearly identical PDFs in the observable x,

and are therefore very hard to separate. With a correlation coefficient between

NA and NB of −0.99, the fit uncertainty on the two quantities is likely to be

large.

But suppose we are clever (or desperate) and discover an independent

way to measure NB and include it in our fit. We go to verify our fit proce-
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Figure B.1: PDFs for the two signal types, A and B, defined over a hypo-
thetical observable x.
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dure with 200 test data sets, and suddenly disaster strikes! Figure B.2 shows

that adding the penalty term makes the pull distribution too narrow for both

parameters, but NB much narrower than NA.

B.1 Discussion

To understand what is going on here, it is instructive to consider the extreme

case. Suppose A and B have identical PDFs. Then the negative log-likelihood

without a constraint has no unique minimum point. Instead there is a mini-

mizing line,

NA = Ndata −NB, (B.1)

where Ndata is the number of events in the data set being fit. The addition of

a external constraint (ÑB, σ̃B) picks out a unique minimum,

NA = Ndata − ÑB (B.2)

NB = ÑB. (B.3)

According to our Poisson fluctuation procedure, the total number of events

Ndata varies from set to set, so NA will as well. But NB is uniquely defined

by our constraint, and is independent of the data set. Thus, we get the pull

distribution shown in Figure B.3. The pull width of NB is zero, and the pull

width of NA is close to 1/2.

Is our fitting procedure incorrect? Signals A and B are identical, so

our data set can only estimate the sum NA + NB. The external constraint

drives the estimation of NB entirely. Not surprisingly, the uncertainty on NB

returned by the fit is 10%, precisely the uncertainty on our constraint. So,
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Figure B.2: The top row shows the pull distributions for NA and NB with no
external constraint. The bottom row shows the pull distribution after a 10%
constraint on NB has been added to the likelihood. The average value for NA

and NB is 500 events, so the Poisson fluctuations are 4.5%.
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Figure B.3: The pull distribution for A and B when both signals have identical
PDFs, and B has a 10% external constraint.

we have a fitting procedure which returns an unbiased estimate of NB with a

meaningful fit uncertainty, and yet the pull distribution is wrong.

B.2 Solution

The solution to this problem emerges upon closer consideration of the pull

procedure. Like good frequentists, we generate many test data sets in order to

verify the statistical distribution of an ensemble of hypothetical experiments.

If we were to run SNO 100 times, would our signal extraction yield an NC

flux normally distributed around the true value, with a width consistent with

the uncertainty reported by the fit? This is why each test data set needs a

randomized selection and number of events.

However, our constraints are also measurements. Putting the penalty

terms into the likelihood makes the constraint appear to be independent of

the data, but this is not true. A hypothetical repetition of the SNO experi-
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ment would re-record all the neutrino runs, but it would also repeat all of the

calibration data and water radio-assays. The constraints are really a part of

the SNO data set, and as such, should be varied between test data sets.

The pull procedure can be augmented with a step for each fit where

the central value of each constraint Ñi is independently Gaussian-fluctuated

according to the uncertainty σ̃i. Note that the constraint term is being changed

between fits, but does not directly affect the data selection itself. The number

of each event type is still drawn from a Poisson distribution. In the case where

the fit parameter is a systematic, such as energy scale, the procedure is the

same. The energy scale of the events is not changed from fit to fit, but instead

the constraint term is varied.

Figures B.4 and B.5 show the pull distributions for both toy models

of signals A and B, including the constraint-variation step. The width of

the pull distribution in the strong anti-correlation case is now consistent with

1. Even the degenerate case where A and B are indistinguishable now has

a correct pull width. The procedure solves the problem, and provides a way

to continue to use the pull distribution as a diagnostic tool in fits with both

external constraints and highly correlated parameters.
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290



Appendix C

nFTK: Energy Estimation for

the NCD Phase

FTK, as described in Chapter 5, models direct light, Rayleigh scattering, and

reflections off the acrylic vessel and the PMTs. With the introduction of the

3He proportional counters (“neutral current detectors” or “NCDs”) into the

center of the SNO detector in the third phase of SNO, this model needed to

be updated. The outer nickel surfaces of the NCDs are a light grey color, both

absorbing and diffusely reflecting photons that strike them.

The original motivation for FTK was to push back on the exponential

wall of backgrounds below 5 MeV by improving the resolution of the energy

estimator. However this same technique benefits the NCD phase, by compen-

sating for lost photons due to the insertion of opaque NCDs into the central

detector volume. Hardware changes were made as well to help mitigate the lost

of photons, including a 50V increase in the PMT voltages, and replacement

of the electronics crate backplanes with a lower noise design that permitted
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salt phase and NCD phase after hardware modifications to increase collection
efficiency. The NCD phase still shows a 10% light loss.

channel thresholds to be reduced. Figure C.1 shows the NHIT spectrum from

central N16 runs in both the interim D2O phase in 2003, and the NCD phase

after the hardware upgrades. There is still a 10% loss of photons at the center,

which points toward a need for a wider time window in the energy estimators

in order to recover lost photon statistics.

FTK’s use of the SNOMAN geometry, and reliance on photon tracking

makes it fairly straightforward (in principle) to augment the code with new

detector components. This appendix describes these changes, as well as the

tuning performed for the first reprocessing of the NCD phase data.
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C.1 Code Modifications

The FTK processor has several phases of operation:

• Processor initialization: Run at the beginning of the SNOMAN job.

Large lookup tables are loaded or generated, including one which is used

during fitting to estimate the number of hits from PMT reflections.

• Event setup: Run for each event, prior to fitting. The bulk of the com-

putation is done here as per-PMT hit probabilities are computed at the

reconstructed event vertex for the following kinds of light:

– Direct light

– Rayleigh scattered light

– Reflections from the acrylic vessel (both inner and outer surface)

– PMT reflections

• Maximum likelihood fitting of the number of Cherenkov photons pro-

duced by the electron. Here the PMT hit probabilities are multiplied by

the energy-dependent angular distribution of Cherenkov photons, and

then summed to compute the probability of a single Cherenkov photon

generating a hit anywhere in the detector within the FTK time win-

dow. The number of Cherenkov photons is used as a proxy for energy

in the fit since the conversion of photons produced to hits detected is

straightforward with the probabilities computed above.

• Output of the most probable energy given the most likely estimate of

the number of Cherenkov photons produced.
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Each light component is defined to be composed of photons which have

exactly one (or none in the case of direct light) scattering or reflection in-

teraction prior to detection. A photon which reflects off the AV and is then

detected by a PMT counts as an “AV reflection hit.” However, a photon which

reflects off a PMT, then Rayleigh scatters before detection is not modeled here

due to its exceedingly low probability. These second order effects, and other

such complications, are handled by correction constants which are tuned us-

ing Monte Carlo events. Tuning done for the NCD phase will be described in

Section C.2.

Since we only model photon processes in FTK to first order, the NCDs

only need to be treated as perfectly black objects when we correct the compu-

tation of each light component. In addition, there is a new first order process,

that of a photon reflecting off of the nickel wall of an NCD and then being

detected by a PMT.

When operating on Monte Carlo events, we have perfect knowledge the

photon paths and can classify each PMT hit by its “light type” using the above

definitions. We can compare this to the estimated number of each type of hit

as output by FTK. This technique is our primary tool for verifying the code in

fact estimates the light components correctly. Figure C.2 shows the difference

between the FTK estimates and the MC-derived number of hits as a function

of radius for the salt phase and for the NCD phase prior to the nFTK patches.

Deviations from zero indicate what FTK corrections were needed in order to

make FTK ready for the NCD phase.
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C.1.1 Direct Light and PMT Reflections

The direct light calculation traces a test ray to the PMT, iterating up to 5

times to refine the initial direction until the test ray hits the center of the PMT,

accounting for the effects of refraction at the AV boundaries. For events in the

D2O, this ray tracing uses the same SNOMAN code which propagates photons

in the Monte Carlo, so all components of the detector are accounted for. If the

ray intersects any volume which is not D2O, H2O or acrylic prior to reaching

the PSUP, the tracking code reports back to FTK that the photon is blocked.

The probability of reaching that PMT by direct light is then recorded as zero.

Otherwise, the probability of detection is computed, taking into account the

attenuation of the optical media, and the collection efficiency of the PMT,

including effects like apparent solid angle with refraction, channel efficiency

and angular response of the PMT. The wavelength distribution of Cherenkov

light is also integrated over in order to average out wavelength-dependent

coefficients.

At the same time the probability of reflection from that PMT and de-

tection at another PMT is computed using the absorption coefficients already

obtained, the angle of incidence at the PSUP, and a lookup table generated

during FTK initialization.

Because the initial raytracing to the center of the PMT is done with

the full SNOMAN geometry, it automatically accounts for NCD shadowing

in a binary way. The test ray will intersect the nickel, and the direct light

probability for a photon traveling from the event vertex to the PMT in question

will be zero. A more accurate estimation of the NCD shadowing would require

firing many test rays at the surface of the PMT in order to compute the total
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fraction of solid angle which is visible. Effectively, it would be a numerical

integral over the surface of the PMT, and would be very computationally

expensive.

However, multiple samples are not necessary. Since the apparent size of

PMTs is small and the distance between PMTs and NCDs is large, parallax

effectively randomizes the apparent NCD positions relative to the PMT cen-

ters, as viewed from the event vertex. Thus, just checking the center point is

on average a fair estimate of the NCD shadowing fraction. Once you sum over

all of the PMTs, the additional variance in the direct light estimate introduced

by binary shadowing has been reduced by 1/
√

N and is of little consequence.

This argument applies to any other obstruction in the detector (such as the

source manipulator) which FTK also includes in its estimate of the direct light.

NCDs are therefore naturally accounted for in the direct light calcula-

tion by FTK without code modification. Similarly, the first part of the PMT

reflection calculation which tracks the photon from the event to the PSUP

also needs no change. The lookup table used to do the second part of the

PMT reflection calculation does need to be regenerated, and this is described

in Section C.2.

C.1.2 NCD Reflections

The new calculation of hits coming from NCD reflections piggybacks on the

direct light calculation. While the direct light code did not need to be modified

to account for NCD shadows, an additional test was added to trap rays which

were aborted due to intersection with the nickel outer volume of a NCD. At the

point of collision with the nickel, a photon bomb is thrown and each photon
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is tracked to a PMT, much as is done for the direct light calculation. The

direction of bomb photons is drawn from a uniform angular distribution over

the hemisphere centered on the surface normal. Diffuse reflection is the only

kind of reflection simulated for nickel in SNOMAN, so a uniform photon bomb

should produce results equivalent to the Monte Carlo. The probability for

NCD reflection is then the product of the transmission probability in all of the

optical media both before and after the point of reflection, the probability of

reflection from nickel, and the probability of detection at an online PMT. Much

as in the direct light calculation, the wavelength distribution of Cherenkov light

is integrated over in order to account for the wavelength dependent reflectivity

of nickel, as well as transmission coefficients and PMT efficiencies.

The size of the photon bomb was left as a parameter to be controlled

in the FTK configuration file. Testing revealed that in fact, there was no

advantage to using a bomb size greater than 1! Figure C.3 shows the mean

number of NCD reflection hits as function of radius when computed with a

bomb size of 1 and a bomb size of 10. At the center, where roughly 15%

of the solid angle is blocked by NCDs, we would expect approximately 1400

NCD intersections per event, each accompanied by a “bomb” of size 1. For

comparison, the Rayleigh scattering calculation uses a bomb of size 1000 per

event to estimate the total number of scattering hits.

A scaling problem remains with the NCD reflection calculation. Figure

C.4 shows the comparison as a function of radius of the number of NCD

reflection hits predicted by FTK to the number of hits from the Monte Carlo.

The shape of the distribution is very close, but the overall scale is wrong. In

fact, a scale factor of 2.17 is sufficient to bring the FTK estimate up to the

Monte Carlo number, as shown in C.5. The cause of this problem was not
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Figure C.3: FTK estimate of NCD reflection hits as a function of R3 when
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identified before it was necessary to move forward with NCD reprocessing.

C.1.3 Rayleigh Scattering

Rayleigh scattering in the detector model is measured using a bomb of 1000

photons which are forced to scatter inside the PSUP radius. The probability

of detection is then

P (hit) = P (hit|Rscatter < RPSUP)× P (Rscatter < RPSUP).

The photon tracking used to compute the first factor in this equation is sim-

plified to only include 4 volumes: D2O, AV, H2O, and the PSUP boundary.

There are two scenarios in which this calculation will overestimate the

amount of Rayleigh scattered hits. First, there is the possibility of intersection

with an NCD prior to the scattering point. Second, there is the possibility of

collision with an NCD after scattering. The most straightforward way to

deal with this is to replace the simplified tracking used to trace photons in

this calculation with the full photon tracking method used in the direct light

calculation.

Not surprisingly, this is rather slow, so a fast version of the correction

was implemented to exchange some accuracy for speed. The attenuation length

in the D2O is on the order of tens of meters, so for events in the D2O, scattering

is most likely to occur well outside the NCD array. Thus, the primary effect

of the NCDs is to block photons before they have a chance to scatter. We can

just scale the estimated number of scattered hits by the total fraction of solid

angle at the event vertex which is unblocked by NCDs. The visible fraction

is computed during the direct light calculation by dividing the solid angle of
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all unblocked PMTs by the solid angle of all PMTs. Figure C.6 compares

this technique with the slower, full tracking version of the Rayleigh scattering

estimate. The difference is about 10-20%, which is acceptable given the overall

small contribution of Rayleigh scattering to the total number of hits.

C.1.4 AV Reflections

The AV reflection hits are calculated using a photon bomb of 500 photons. The

code uses the simplified tracking model, similar to the Rayleigh scattering, in

which there are no NCDs. The AV reflections are a very small part of the

total light, so it was decided not to modify this method to correct for the

NCD absorption.
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C.2 Tuning of FTK Constants

FTK tries to minimize its use of fixed constants in order to allow it to dynam-

ically adapt to the detector state based upon Monte Carlo settings. However,

sometimes it is necessary for speed reasons to precompute information and

load it at the start of every job. These FTK-specific constants are read from

from the DFTK and the TFTK banks.

C.2.1 DFTK Tables

In particular, DFTK banks 1 and 2 are used to speed up the calculation of

PMT reflections. Bank 1 holds a table of average reflection probability as a

function of wavelength and incidence angle. Bank 2 contains the probability

distribution of the outgoing (cos θ′, φ′) direction as a function of incoming an-

gle. These tables are used in a quick Monte Carlo calculation performed during

the initialization phase of FTK. A large photon bomb is used to construct a

table which gives the probability of a PMT hit as a function of incoming direc-

tion and wavelength. Because this calculation is done at the start of the run,

and it uses the SNOMAN geometry code, it needed no code modifications to

incorporate the NCDs. The static tables, DFTK 1 and 2, describe quantities

local to the PSUP, so they also would not normally need to be regenerated to

account for new volumes inserted into the detector.

However, these tables do depend on the angular response of the PMTs,

which was modified by G. Orebi Gann to achieve better agreement between

the 3D PMT model and laserball measurements. For this reason, DFTK 1 and

2 were regenerated using a custom piece of SNOMAN code provided by Dun-

ford. The code collects the necessary data to generate the tables by running
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Monte Carlo of photon bombs on a spherical shell between 820 and 825 cm.

The simulation is effectively that of a diffuse, glowing sphere whose surface

is just 20 cm away from the PSUP. Incoming and outgoing photon directions

and wavelengths are recorded and processed into titles files by an offline FOR-

TRAN program, also provided by Dunford. These tables are now stored in

ftk pmt refl ncd 20060322.dat and were added to the mcprod directory in the

SNOMAN distribution as of release 5.0183. Figure C.7 shows the 2D distribu-

tions of reflection probability (DFTK 1) and the PMT angular response used

during generation.

C.2.2 TFTK Constants

The TFTK bank holds several fixed constants used to adjust the magnitude

of each light component to correct for biases in the FTK estimation meth-

ods. These constants are tuned using Monte Carlo events, usually T = 5MeV

uniform and isotropic electrons. Correct values of these constants were found

by taking the ratio of FTK and MC-derived hits for several components as

a function of R3 and finding the average value. This will volume weight the

correction factor, which is appropriate when we expect to fit events distributed

over most of the detector. Constants which were modified from previous phases

were:

• Direct light normalization1: 0.9852

• PMT reflection normalization: 0.9993

1This constant is also referred to as the “greydisk/3d PMT normalization” because FTK
uses greydisk constants to determine PMT response, but the Monte Carlo uses 3dPMT in
the simulation.
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There are also the NCD-only FTK constants:

• Enable NCD-phase FTK modifications flag

• Set NCD reflection bomb size to 1.

• NCD reflection normalization: 2.17

Without the NCD flag set, all NCD-related changes to FTK are bypassed to

preserve backward compatibility with previous phases. Theoretically, leav-

ing this flag on while processing D2O or salt phase data should have no ef-

fect. Nevertheless, the flag is left off by default and only turned on in the

load ncd settings.cmd file.

C.3 Performance on Monte Carlo

All of the changes and tuning thus far have been designed to make FTK pre-

dict the amount of light in the Monte Carlo. Figure C.8 shows the difference

between FTK and Monte Carlo for each light type. Agreement is quite ac-

ceptable out to the edge of the fiducial volume, but beyond that point, the

deviations become quite pronounced. Figure C.9 shows the reconstructed en-

ergy of events as a function of radius.

Figure C.10 shows the reconstructed energy as a function of generated

energy for isotropic and uniform electrons. The turn-up at low energies is

caused by a minimum energy restriction imposed during fitting. FTK will not

allow the event to have energy less than 2.0 MeV (kinetic). This clamps one

end of the distribution, pushing the mean reconstructed energy for a given

generated energy upwards.
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At higher energies, the multiphoton effect takes over. FTK applies

a correction to account for the probability of two photons hitting the same

PMT. However, the probability of 3 or more photons in the same PMT is not

included, which causes a visible upward bias beyond 12 MeV.

C.4 Global Tuning of Collection Efficiency

Once FTK has been made consistent with the Monte Carlo, the global collec-

tion efficiency must then be tuned in order to make the Monte Carlo consistent

with the data. The number does not directly come from any particular physical

quantity, but rather is the product of all other unaccounted for scale factors.

The collection efficiency is derived using central N16 calibration runs,

under the assumption that the center of the detector is the place best modeled

by the Monte Carlo. In order to speed processing, a small sample of runs

spread throughout the NCD phase were selected, with the goal of having one

central run from each of the approximately monthly N16 scans.

The procedure was then to process the 16N runs with FTK set to “fast

mode.” In this mode, FTK only records the number of hits within its -25

to 150 ns time window, a quantity called Neff . The equivalent quantities for

RSP are Ncor and Nchv, which are the number of hits and Cherenkov photons,

respectively, corrected for attenuation to be equivalent to an event in the center

of the detector. The distributions of Neff for data and Monte Carlo are fit

with a Gaussian ±1.66σ around the mean2. The ratio of data/MC was plotted,

and fit with a constant. Under the assumption that Neff is a linear function

of the collection efficiency, the initial guess for the efficiency is scaled by the

2This interval was selected for consistency with previous RSP-based tunings.
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best-fit ratio. Then the 16N Monte Carlo is generated again with the new

efficiency, and the process repeated in case non-linear effects caused our new

estimate to miss the true value. Finally, the verification pass is run, in which

the central runs along with low-rate and off-center runs are processed. FTK

is configured to run the full fit and output the energy estimate. The resulting

data is checked for unexpected biases as a function of position or rate.

In practice, this procedure is complicated by the presence of two en-

ergy estimators in SNOMAN, RSP and FTK. If the Monte Carlo perfectly

replicated the time distribution of hits in the data, then tuning the collection

efficiency with RSP or FTK would result in the same efficiency factor. How-

ever, we know that there are small discrepancies in the late light, which affect

RSP and FTK differently. In order to deal with a mismatch, it was decided

to split the difference so that FTK and RSP would deviate from the data by

approximately the same amount.

Compensating for drift in the detector poses another complication. It

is possible to allow the global collection efficiency to be a polynomial function

of Julian date in SNOMAN, and thereby model drift in the detector response.

Since the drift correction multiplies the global collection efficiency, we first

fixed this constant, then fit a linear function to the ratio of data/MC for N16

runs between December 2004 and March 2006. The best-fit lines using both

RSP and FTK information were averaged to give the unified drift correction.

Figures C.11 and C.12 show the final result of this tuning, for FTK

Neff and RSP Ncor, respectively. The Monte Carlo efficiency is 0.5% too high

for RSP and 0.5% too low for FTK. In addition, a small residual drift in RSP

is left, with a maximum magnitude of 0.2%. Figures C.13 and C.14 show the

same N16 runs, but now in terms of reconstructed energy.
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N16 runs. Dashed line shows March 2006, the original cutoff for data to be
used in first analysis.
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used in first analysis.
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Figure C.13: Comparison of FTK Energy for data and Monte Carlo of central
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used in first analysis.
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N16 runs. Dashed line shows March 2006, the original cutoff for data to be
used in first analysis.
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C.4.1 Z-bias

The verification pass of the global efficiency tuning included a small selection

of runs at various Z positions from the November 2005 N16 scan. Figure C.15

shows the ratio of data to Monte Carlo mean energy as a function of Z position.

Both energy fitters show a roughly a 3–5% span in energy scale bottom to top

in the detector.

C.5 Conclusion

The update of FTK for the NCD phase described in this appendix is suffi-

cient for a first pass through the NCD phase data, in order to allow back-

grounds to be measured and basic systematics to be studied. NCD-phase up-

dates to FTK started appearing in SNOMAN release 5.0183, but the finalized

load ncd settings.cmd file was not released until 5.0187.
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Appendix D

Optical Effects of the NCD

Anchors

In Section 5.4, a discrepancy in the energy scale as a function of z of data com-

pared to Monte Carlo was described. The model of the detector in SNOMAN

correctly reproduces many details of the optics, but some effects are missing,

which show up as a z-bias when we compare data to Monte Carlo, as was

shown in Figure 5.3.

It is important to note that interpreting Figure 5.3 has an inherent

top-bottom ambiguity. We set the global collection efficiency of the detector

using central 16N runs, so data from the center of the detector must match the

Monte Carlo, by construction. However, the central runs will average together

in equal proportion events whose light went through the top or the bottom of

the detector. All of the bias could be caused by a problem just at the top,

just at the bottom, or perhaps both places, as long as the sign of the error is

reversed between top and bottom. In the case of the bias we have observed,
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the real data contains some combination of more light than we expect at the

top of the detector and less light at the bottom.

At the top of the vessel, there is the neck, which is a clear culprit for

possible optical problems. At the bottom, there are several conjectured causes

for loss of light:

• “Batch 3” concentrators—a group of concentrators which might have

different optical properties than the rest of the PMT concentrators. Most

of the concentrators below the equator are from batch 3.

• Junk at the bottom of the AV or PSUP—this includes the white, flaky

“dandruff” observed during NCD deployment, as well as any other debris

one could imagine (nuts, washers, screwdrivers, cell phones, etc.) falling

into the detector during construction.

• Acrylic NCD anchor points—installed when the SNO acrylic vessel was

first constructed, these small blocks were used to hold down the buoyant

3He proportional counters in the third phase.

In this appendix, we investigate the last case: optical problems with the NCD

anchors.

D.1 NCD Anchors

On the bottom inner surface of the acrylic vessel there are 96 NCD anchors

points. These anchors were fabricated and bonded to the AV during construc-

tion, and thus have been present for all of SNO’s operating lifetime, including

the D2O and salt phases. These acrylic blocks were to hold down each of the 96
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NCD strings that were originally planned for the full NCD array. Ultimately,

only 40 anchors were actually needed1, but all 96 anchors were installed as

the decision to reduce the size of the NCD array was made after construction

was completed and data taking begun. The positions and dimensions of these

anchors were described in detail in [109].

Each anchor is roughly a 3 inch (7.62 cm) diameter, 2.25 inch (5.715 cm)

tall cylinder. A notch is cut into the cylinder to accept one of the balls mounted

to the bottom of an NCD string during deployment. The upward buoyant

force of the NCD pulls the ball against the top of the anchor, locking the

entire string assembly in place. Figure D.1 shows a more detailed engineering

diagram of an anchor. The anchors are made of commercial UV-absorbing

acrylic, rather than the UV-transmitting acrylic of the rest of the vessel[110].

This means that the NCD anchors, unlike the acrylic vessel, absorb most of

the Cherenkov light that strikes them. All of the anchors are located in the

bottom hemisphere of the vessel, with z < −247 cm.

These anchors are not currently simulated at all[111] in SNOMAN, even

in the NCD-phase Monte Carlo with the proportional counters enabled. The

NCD string geometry does not include the Vectran braid at the bottom, the

anchor balls, or the acrylic anchor points on the AV. If these components,

particularly the anchors bonded to the AV, do have a significant optical effect,

then their absence would be a source of z-bias in the simulation.

1Thirty-six were used by the 3He proportional counters, and four were used for nearly
identical, but neutron insensitive, 4He proportional counters that provided a pure sample
of background events.
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Figure D.1: Engineering diagrams of the NCD anchors, taken from [109].
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D.2 Simulation

To determine whether the anchors were a significant effect, the SNOMAN was

modified to include a simplified model of them. The anchors were represented

as simple cylinders with the same outer dimensions as the real anchors. No

attempt was made to model the hollow cavity inside the anchor. The optical

response of the acrylic was assumed to be somewhere between the “bad” UV-

trasmitting acrylic in the neck (so called because it is not polished) and the

same acrylic, but with no light transmittance below 360 nm. Figure D.2 shows

the NHIT distribution for 5 MeV events along the z-axis and the ratio of the

two anchor simulations to no anchor simulations.

D.3 Conclusion

The optical effects of the NCD anchors are relatively small. At the very bot-

tom of the detector they amount to a 0.5% deficit of photons, depending on

the anchor model. While not negligible, anchor shadowing is not the primary

component of the 3% deficit of photons seen at the bottom edge of the fidu-

cial volume seen with the 16N source. The calibration source-derived energy

correction in Section 5.4 is still required.
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Appendix E

Composition of Monte Carlo

Test Data Set

This appendix describes the total amount of Monte Carlo statistics generated,

and the composition of the fake data sets used in ensemble testing of signal

extraction. Tables E.1 and E.2 show the number of events generated and used

per set in the D2O and salt phases.
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Rate # of Events
Event Type Generated Generated Avg Test Data Set

8B CC 500 SSM 3109142 2,150.13
8B CC (17O&18O) 500 SSM 22101 15.28

8B ES 1000 SSM 779228 365.89
8B NC 500 SSM 454426 908.85

214Bi in D2O 14 Hz 238410 2,135.50
208Tl in D2O 0.34 Hz 89448 800.20
AV neutrons 0.15 Hz 192188 41.49
214Bi in AV 7 Hz 1613 42.80
208Tl in AV 0.3 Hz 2022 66.60

214Bi in H2O 80 Hz 2435 82.65 (43%)
208Tl in H2O 6 Hz 3363 106.00
208Tl in PMT 700 Hz 2700 (analytic)

Table E.1: Monte Carlo events generated for the D2O phase. Note that 1 SSM
equals the BP2000 model.

Rate # of Events
Event Type Generated Generated Avg Test Data Set

8B CC 500 SSM 4346313 3,005.70
8B CC (17O&18O) 500 SSM 31276 21.63

8B ES 1000 SSM 1092909 513.17
8B NC 500 SSM 1684711 3,369.42

214Bi in D2O 14 Hz 384942 3,447.00
208Tl in D2O 0.34 Hz 150718 1,137.80
24Na in D2O 0.17 Hz 270821 392.00
AV neutrons 0.15 Hz 694817 150.00
214Bi in AV 7 Hz 2951 81.10
208Tl in AV 0.3 Hz 4292 157.90

214Bi in H2O 80 Hz 4560 155.74 (65%)
208Tl in H2O 6 Hz 6712 145.70
208Tl in PMT 700 Hz 5300 (analytic)

Table E.2: Monte Carlo events generated for the salt phase. Note that 1 SSM
equals the BP2000 model.
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